Educause

050117 ELI Webinar

Hello, everyone, and welcome to today’s ELI webinar. This is Malcolm Brown, the Director of the ELI, and I will be the host of today’s session. The ELI is very pleased to welcome today’s speakers, Emory Craig and Maya Georgieva. I will introduce them in just a moment, but first let me give you a brief orientation on our Sessions and Learning Environment.
As you can see, our virtual room or learning space is subdivided into several windows. Our presenters’ slides are now showing in the Presentation window, which is the largest of the five. The tall window on the left is the Chat window serving as the Chat conference for all of us. You can use the Chat space to make comments, share resources, post URLs, or to post questions to our presenters. We will be stopping for a Q&A at the end of the session today, but we encourage you to type your questions in the Chat space. I will save them and present them to our speakers at the end of their presentation.

Now if you’re tweeting, please use the tag ELIWEB, that’s E – L – I – W – E – B. 

If you have any other issues, click on the link in the lower right-hand corner. At any time you can direct a private message to Technical Help for support.

ELI webinars are supported by Panopto. Panopto is the leader in higher education video platforms. Since 2007, the company has been a pioneer in campus video management, Lecture Capture, and (inaudible) classroom software. More than five million students and instructors rely on Panopto to improve student outcomes and personalize their learning experience.
So now let’s turn to today’s presentation. Higher education and virtual and augmented reality actually go back a long way, at least by technology standards. Augmented reality, for example, first appeared in the 2005 Horizon report, which was the second year of the report’s publication. To put that into a bit of context, actually the Horizon report appeared two years before the iPhone and what we might call the modern (inaudible). In the years since then, augmented reality has alternatively disappeared from and reappeared on the report roster. Artificial (inaudible) saw both a rise and a fall.

So while in the past it has been a bit up and down for augmented reality, AR, and virtual reality, VR, today we’re seeing a (inaudible) for the technology in the higher education context driven by improvements in the technology itself and its pricing. In light of that, we’re called upon again to assess this technology and see what ways it might contribute to the learning in post-secondary education. And to help us with this assessment, we’re joined by a pair of long-time leaders in this domain. Emory Craig is Director of eLearning in the College of New Rochelle. In that role Emory is responsible for a broad range of instructional initiatives, faculty development, and the integration of emerging technology into the learning environment. His research focuses on the sensory and cognitive implications of verbal technology and virtual reality in the active environment. He is actively involved in the New York City start-up community and the co-founder and partner at Digital Bodies, an online resource and consulting group focusing on the impact of immersive and wearable technology in education and society. He is currently teaching an interdisciplinary seminar on the evolution of new media and its impact on society.
Maya Georgieva is an Ed Tech strategist, author, and speaker with more than 15 years of experience in higher education and global education policy. She is the co-founder and Innovation Officer at Digital (inaudible), a global consulting group. She sits on a number of educational and corporate learning boards and is a member of the Expert Panel for the New Media Consortium Horizon Report for Higher Education. Maya speaks frequently at national and international forums on innovation and the future of education and consults with startups in this space.

So Maya, Emory, it’s a pleasure to have you with us. Please begin.

Thank you, Malcolm.

Thank you, Malcolm. First we’d like to that you, Malcolm, and Veronica, and Shawn, and the EDUCAUSE and ELI staff for making possible the webinar today. And thanks to all of you who found time to tune in today as we near the end of the academic year. And if you have joined us in the past for some of our EDUCAUSE or ELI workshops or most recently the playground at the ELI conference this year, we’re thrilled to say hello again.

So the best part of doing webinars is connecting with a larger community of educators, technologies, and designers, and being able to hear from you.

DigitalBodies.net is the official site for the Digital Bodies (inaudible) learning consulting group. Emory and I have worked together for some time, and three years ago we cofounded Digital Bodies. Our work was on virtual reality, augmentive reality, and the impact (inaudible) education.
Our research focuses on the way we create, (inaudible), learn and work in the future. And we get insight from academic and tech industry research to (inaudible) science, learning sciences, and (inaudible) storytelling from film festivals like Sundance and the Tribeca Film Festival in New York.

With our combined backgrounds in higher education, new medium storytelling, startup, innovation, entrepreneurship, museums, and art, we bring a multidisciplinary set of perspectives to our work. We offer, through additional bodies, talk highlighting trends, conduct designs, see impressions, and provide experiential storytelling through the medium of workshops. So we’d love to talk with you in the future.
For today’s webinar, we have a lot to cover today, and we want to make sure we leave time for questions and discussion at the end. Feel free to also post questions in the Chat area throughout the presentation. For the purpose of the webinar, we’re not going to play videos of the examples you will see, but visual. Instead, the videos will be available on our website, www.digitalbodies.net, for you to review.

So we have designed our presentation in five parts. First we are going to start by looking at recent and upcoming augmented reality and virtual reality developments. Next we will discuss (inaudible) experiences and learning as well as projects in higher education and emerging practices. We will point to a few of the many challenges that we face with the immersive technologies. And we will conclude with some thoughts on the future of virtual and augmented reality and education.

So we (inaudible) were able to join us today, and would like to take a moment to get to know you and have put together two quick poll questions. Please take a moment to respond to the poll.

Great to see the responses coming in. And it looks like we have a really interesting group. Seventy-one percent of you have already tried some kind of mobile VR, whether it’s the Cardboard, the (inaudible) VR or the Google Day Camp. Fifty-nine percent have tried a mid-range VR like HTC Vive and the rest. And, you know, looking at the participants list today, this is probably now going up to 61. This is actually a really high percentage. And it makes me excited that more people are interested and are looking to engage. And we see the (inaudible) and nanoglasses are coming up at about 32%.

This is really exciting to see, and certainly, you know, as I said, given the group we are in today, about 130 of us, it’s really probably the highest percentage we’ve seen in the educational community.

So let’s go to the next poll question. Now we want to review and give you a chance, also, what kind of devices are available on your campus. So everyone should just engage in the conversation. It’s always interesting to see where we stand in higher education. So go ahead and respond.
Okay. The numbers keep coming, but even at this point I think it’s really interesting to observe how our group actually reflects what we see out there in the industry. Obviously Google Cardboard being the most popular viewer and the most accessible one. And then coming up with Gear VR and Google Daydream or similar to (inaudible) device. And then PlayStation, they have not made the cut even though they offered – they came out just before Christmas, and certainly did not meet the expectations and I guess did not excite us on campuses. The Oculus (inaudible) and HTC Vive. Oculus coming up a little higher. That’s also interesting to kind of see.
Our sort of non-scientific samples (inaudible) show that probably most kind of starting institutions, you know, getting into the space of VR and AR have about one or two (inaudible) on their campuses, and obviously that is outside of, you know, research labs where this is sort of the main point.

So great. Thank you so much. I hope this (inaudible) gave you some interesting insight about what is going on. And certainly I’m sure that some of you are doing advanced projects and others are just getting started.

Now I ‘m going to turn to Emory to take us through some of the recent and upcoming developments in the virtual and (inaudible) reality worlds.

Okay, thank you, Maya. And, again, it’s really wonderful to be here and get a chance to talk to everyone and see where everyone is in this space.

As Malcolm said at the very beginning here, VR has been around for some time, and it’s nothing something that just appeared on the horizon. And in actual fact, in the tech industry, it’s really something that starts way back in the late sixties or early seventies, but the confluence of new technologies, of much lower cost, of portable devices, have created I think just a threshold of change that we’re upon now.

Immersive experiences will mean that we’re no longer going to be looking at media through our screens, but we are going to be stepping into them or that the images and digital objects that are in our screens are going to become part of our physical and daily lives.

I would argue that the last time that we’ve seen a shift this profound in media was probably in the late 1800s with the ability to broadcast moving images and record sound. As Chris Milk, the founder of the VR studio Within, has said, quote, in the long term, VR will lead to the democratization of human experience in the same way that the internet led to the democratization of data. Unquote.
So with that in mind, let’s set of on the journey.

Just a quick overview of the three areas here. Virtual Reality, Augmented Reality, Fixed Realty. VR places you in another world entirely, whether this is computer-generated environment or one captured by 360 video. In AR the visible natural world is overlaid with digital content. And in Mixed Reality, that generates virtual objects that are integrated into and responsive to the natural world. This latter comes with a more powerful head-mounted display such as Microsoft HoloLens, the forthcoming Meta 2 device, and Intel’s Project Alloy that will be out toward the end of this year. Intel refers to their devices creating merged reality.
Of course Magic Leap also pops into this, but we haven’t seen a lot from Magic Leap recently, and I think everyone is still just waiting with growing skepticism to see what they will actually come out with.

The two major headset manufacturers, Oculus and HTC Vive, didn’t do nearly as well as expected last year, 2016. There were about 420,000 HTC Vives sold. A little more than half that for Oculus even though the estimates originally, if you go way back to 2015 or so, were closer to two to three million. You could see this as Gartner’s Trough of Disillusionment in a tech hype cycle, but it also is just due to the higher cost of these headsets. They need high-end computers, and unless you already have a gaming computer, it becomes close to a $2,000.00 investment.
Mobile headsets have done much better, and that’s where we see VR ultimately going. Next to the basic Google Cardboard, of which, by the way, there are some ten million out now since it has been released, since its first release way back 2013. Samsung Gear VR is the most popular headset around and met expectations in terms of market share. Google Daydream View has so far less but they got a late start, and one of the caveats here is that you need a Daydream-enabled phone to use it. Still a Daydream with its fabric cover, and its simple hand controller. It’s well designed, in fact so much so that Samsung seemingly copied Google’s controller in their new version that just came out which we had a chance to try just a couple of weeks ago.
In terms of mid-range headsets, there’s a number of them on their way. Obviously Sony PlayStation VR is already, though as Maya indicated it does not seem to have taken off in a way that people expect it to.

But Microsoft is releasing headsets through Acert, Lenovo, Dell, and other vendors. Developer units are already out. Consumer units will be out more toward the end of the year. Unlike the high-end headsets, the Microsoft devices will work off standard desktops and laptops that most of us already have. I think that makes a huge difference if you do not need to go out and buy a $1,500.00 desktop to do virtual realities. So we’re going to see the market really start to take off.
Microsoft’s Go seems to be a combined VR/AR platform. It’s probably the direction that most of the headsets will go toward in the end. But unlike Microsoft’s HoloLens, their new VR devices are not cordless and they don’t have see-through visors. They are opaque and like VR headsets and tethered to a Windows PC. But if the current developer can prove successful, I think with its low cost and the obvious name recognition that Microsoft has, we may well see a large number of these units on our campuses next year.

In terms of mixed reality, while there are a few models of AR glasses available, it’s really devices like Microsoft HoloLens and Meta 2 that are cutting through a new path here by putting holograms into your world. HoloLens is a self-contained wearable computer that, as I’m sure most of you know, costs $3,000.00, runs Microsoft Holographic, but still the view is only around 40%. It’s actually much narrower than what you see in the video demos of HoloLens. Despite this and some of the issues of using it outside on a very sunny day, it’s still seeing growing adoption in work and educational environments. One of the nice things about HoloLens, really uncanny, is that it offers persistent digital objects, which means you can turn the device off and come back later on to find the same holograms populating your space. So they’re still there, you just need to wear the device in order to see them.
Meta 2 is a similar style device but is only available as a developer kit right now. It doesn’t map your surrounding environment as well as HoloLens, but it has twice the view-to-view visually rich objects. The catch, at the moment at least, is that you are still tethered to a computer with a cable.

One of the other projects I’d like to just point to and that just currently wrapped up on Kickstarter, shows how quickly the technology is changing here. Today’s mobile VR headsets are limited to rotational tracking, moving your head from side to side and up and down as shown in the image on the upper left of this slide. The NOLO project will bring six degrees of tracking to most mobile smartphones. You’ll still need a high-end computer for this, but you will basically be able to run anything from the HTC Steam store or from the Oculus store on a mobile phone. It’s a fascinating development and it’s projects like this that I think will ultimately turn our mobile phones into high-end VR devices.
Facebook’s recent April F8 conference made it clear that they are making a huge bed in both VR and AR. The experiments in social VR which we’ve tracked very closely and they demoed over the last year-and-a-half are just remarkable. Those developments continue and their new Facebook Spaces platform will let users create avatars and meet up in virtual environments. But it really should come as no surprise to us that in buying Oculus, which was basically a single-user device, Facebook wanted to expand its social capabilities. The research they are doing here I think will deeply impact how we use VR in higher education. Facebook Spaces right now is (inaudible), but you can take a look at Alt Space VR as a current alternative for a multiuser VR environment. It seems a bit like the old second life at the moment, but the experience is more immersive. What I like about Alt Space VR is the front row feature that lets you participate in an event with an audience or just your friends or by yourself alone. But no matter how you do it, you feel that the presenter, the person at the center of the event, is talking just to you. As Jeremy Bailenson has shown at Stanford’s Virtual Human Interaction Lab, students learn better when there is direct eye contact. That may be hard to pull off in a large class, but it’s going to be much easier to do at least virtually and in social VR environments.
In terms of augmented reality, something that we’ve observed recently is renewed interest in AR in the retail space and other areas. Facebook also threw their hat into the ring this year, and announced that they see the camera as the first augmented reality platform. A lot of the credit here goes to that small little company Snapchat, which was the first to popularize animated AR, soapy mask and filters. And, of course, we all saw the Pokémon Go craze last year that made such a splash. Whether or not Snapchat can keep up with Facebook in the huge developer community here remains to be seen.
Facebook has instantized the camera has an AR device and platform due to the fact that we just do not have inexpensive, fully capable AR glasses for the mass market. By engaging developers, Facebook and others are building the platforms that I think ultimately will power the AR experiences in our future eyewear.
And at this point I’m going to turn it back over to Maya. No, I have one more slide to do here. Okay. Let me do that first. My apologies.

VR cameras are coming out onto the market. Facebook announced a couple, the X24 and the X6 on the lower left, the Halo Jump camera by Google on the right. All these are professional-grade cameras and not the kinds of things that our students or faculty would really use. The Google camera right now is $17,000.00. The smaller ones up at the top that are more accessible in terms of price, ease of use. In the middle the Ricoh Theta camera. On the left in the top row the Samsung camera. And on the right the one that we’ve used quite a lot, the Insta360 Nano, which is really just a device that attaches to your iPhone though they recently came out with one for android.

And now I’m going to turn it over to Maya.

Thank you, Emory.

So in the next portion we’ll talk about immersive experiences and learning and highlight some learning projects. We know that there is a diverse groups of you today, but we will point to a few projects which I think should give you some direction, hopefully some inspiration, to go further. 

So researchers in many disciplines, the learning sciences, computer sciences, (inaudible), psychology, communication, have studied the use of virtual, immersive, and environments for learning. The strong end case for these environments or learning module stems from the ability to implement contact and relationships not possible to achieve in the traditional learning setting or through the traditional learning mediums. In this section we’ll give you several unique learning opportunities immersive experiences provide.

The learning sciences and the design science that emerge from our historical intersection of multiple disciplines focus on learning and learning environment design. Consequently, the learning sciences combines research and practice and views the two approaches as being synergetic. For example, observing what happens when a new learning environment (inaudible) new foundation on (inaudible) mechanism of learning and new foundation on (inaudible) mechanism of learning and new design principles. 
So that virtual reality gives us an opportunity. And, of course, you know, this is where John (Inaudible) comes with his sort of student-centered pedagogy where student’s interest and experience drives the learning environment design. (Inaudible) emphasize the importance of inquiry. That students learn best when they interact with the world, much as a scientist or a philosopher does by posing hypotheses and testing them against reality and reason. They are called (inaudible) with, of course (inaudible).
So you can understand virtual reality for the first time will allow our learning sciences to design fully immersive (inaudible) environment and be able to start it up. In VR, in addition to progressing through (inaudible), you’ll be able to see a lot of bio feedback.

Experiential learning has been taught a lot in the last few years, and broadly speaking experiential learning is any learning that, of course, students, in applying their knowledge and conceptual understanding, to real world problems. Labs, field trips, studio conservative settings for experiential learning, (inaudible) activities such as problem-based studies and challenges, simulations, experiments, and in some cases art projects.

So, in a way, experiential learning teaches students the competencies they need for real world success. It has the ability to motivate them and stay in balance and (inaudible) learning experiences. And drive the most self-directed learners. So one of the probably best opportunity (inaudible) in terms of leveraging virtual reality in education is to place them in the experiential learning context.

With simulation and new virtual reality and augmented reality, too, we give students the opportunity to create and to step into their world. To step into the body. Many of you probably have your medical schools looking into various visualizations to step even into your data, as one of the examples there is to the (Inaudible) JCL Labs.
Another sort of interesting application has become D Space and particularly in the STEM space where they are definitely kind of reaching out to other disciplines. And that is the example on the right top. 
And D Space is an interesting application in that the students actually wear (inaudible) and work right on the computer screen with a special stylus. So it can (inaudible) this augmented reality, students open apps, and, you know, correlate them with their course work, and they can dissect, and also look at the human heart, or dismantle and study the V8 engine. So lots of opportunities.

One point to consider here as we think about virtual reality and learning which is really how do we set these experiences. In other words, what happens before the virtual reality or the augmented reality experience? Before that emotion, during and after.

The technology is so novel right now that we are largely, and understandably, focused on the experience provided and mediated by the technology itself. But people are not going to where virtual and augmented reality happen all the time, at least for another few, oh five or ten years, so when (inaudible) experiences take place, we need to really focus on designing them and with (inaudible) educational context.
So naturally games have been a good source of inspiration for what we can create and do in virtual reality. In particular the idea that games are for an immersive, sort of a self – a different self-directed journey. A way for mastery. But one additional aspect that I think will be incredibly powerful will be the combination of games and artificial intelligence. And I think the artificial intelligence can come into virtual reality in a number of different ways. It’s not necessary just being the expert, but also being sort of a co-learner. Being able to drive a student in their 101 experience. So tailored very much in a personalized way, being able to have them, to explain to them and also provide them an opportunity to construct their knowledge to reflect on this. So I think these virtual co-learners, not necessarily just the expert, is a really incredible, powerful idea to drive to them.

In addition to virtual reality we have the embodied cognition, meaning that we not only learn with our brain but we also learn with our body. And so being able to be in our space, to be – to stand in these environments, being spatially aware, and as they develop with more (inaudible) and becoming more attractive, has a huge potential for learning.

In addition the wide range of visualizations and being able to create visualization, rotate them, you know whether they are architectural engineering, mechanical structures, just look at them in real time, and being able to view the models from different perspectives is incredibly helpful. And, you know, sort of (inaudible) providing these visualizations have a huge impact on learning.

Finally, these sort of immersive environments can provide not only visual cues but with the integration of other technologies such as (inaudible), auditory cues, you know, smell, these additional cues can balance that learning in a variety of ways in terms of really satisfactory learning experiences.
So we experience storytelling every day. We experience stories every day. And as humans we are wired for stories. So virtual reality and mixed reality will make the greatest impact on storytelling, on the way we share our narrative, the way we interact with each other and the world. The next chapter of the human experience will be captured in stories that live in the digital world. Yes. It will be like the hollow deck like experience. And the tools and techniques together are rapidly evolving.
Today we find ourselves like the (inaudible) brothers at the turn of the Twentieth Century. They mimic another medium. (Inaudible) radically (inaudible) experiences. It was so powerful that people were transfixed with some running out of the early movie display. So again storytelling in a new medium has become a focal point in the discussion of virtual and mixed reality experiences. Film makers, journalists, technologists, gamers, educators have been extending the conversation, exploring the (inaudible) like immersion, presence, and agency.

So we want to stop for a moment here and take another poll. We looked at some of the themes with possible impact on education. Before we look into a few specific projects in higher education, let’s take another poll, and the first question we’d like to ask, if your campus has a VR or AR project.

Okay, let’s take another few seconds here. And it looks like on top of the list are individual faculty initiatives, meaning that, you know, this is kind of driven by sort of probably a partnership which we mostly see between sort of educational designers or similar centers or innovation groups and (inaudible). And that is very much (inaudible) a way we see probably the best entry for this technology because it does require attention, so working with a faculty in a more intimate space would definitely benefit the project. This really would require a lot of (inaudible). And then Make a Space, on the other hand, gives you the freedom to really experiment. It’s a great place to position and situate this technology.
But it’s an interesting sort of – of course, this is followed by STEM education, medical and healthcare education, which we definitely see a lot of the content at the moment being produced in those areas. Last (inaudible) project, we’ll talk a little bit about that later, and also the digital humanities are coming.

So that’s great. Let’s go to the next poll question. For our second question, we would like to see what is the timeline for your institutional projects in terms of bringing AR and VR to your campus.

So I’m going to take a few more seconds. So it looks like the majority of you are in the experimentation phase. Which is really a good place to be as technology is getting worked out. Content is hit and miss, but, you know, there are some good experiences emerging. But an excellent place to be, and certainly getting involved right now is a good opportunity. Some institutions are planning to start in the coming year. Some are still kind of looking and checking the scene. That, you know, probably makes sense, too. So it sounds like the majority of us are in the experimentation space, and 22 brave campuses – 22 point – almost 23% of you are implementing one or more AI projects. Good luck. We’d love to hear from you.

All right. Thank you.

And now we would like to highlight a few education projects using immersive technology. They point the way toward upcoming developments and how virtual reality, augmented reality, and mixed reality will transform learning. And I’m going to hand it back to Emory to take us through the first set of examples.

Okay. Thank you, Maya. 
We’re just going to touch on these very, very quickly because we’ve actually written about most of them on our website, usually quite extensively (inaudible) some of the projects that we’re following. But there is a wide range here because we know there’s such a wide range of institutions in the EDUCAUSE community, so we just tried to highlight a few things that we thought would be of interest to everyone.
VR is, first of all, not just spreading throughout higher education but also in journalism and other areas. The New York Times debuted its first immersive VR experience back in November 2015. And it’s been fascinating to watch 165-year-old institution reinvent itself through new media. Last year in November they began the Daily 360 series offering short immersive experience every day, starting with a rare glimpse of inside war-town Yemen. They’ve gone on to cover politics, social themes, nature, ecological issues. Many of these topics, of course, are excellent resources in the academic community.

One of the keys to the success of The New York Times project is that it’s device agnostic. It runs on desktops, lap tablets, smartphones, VR headsets, and that, of course, is all very important for the future of VR.

In terms of digital humanities, a fascinating of the Boston College is Joycestick, a virtual reality game experience based off of James Joyce’s classic novel Ulysses. It was created by an English class, and the design process brought together students from computer science, literature, fine arts, and others with audio and VR skills. And one of the things we heard last week at the Tribeca Film Festival again and again was that as a medium, VR is going to be the most interdisciplinary medium that we’ve ever seen. And I think that begins to come out of projects like this. The VR game here invites users to explore detailed objects in the world within Joyce’s very complicated novel as they roam through Twentieth Century Ireland.

One other project here that I’ll highlight, of course, or actually two, in the field of archeology, which seems just a natural fit for immersive technology since you can do virtual field trips and have multiple perspectives of objects. The (Inaudible) Project is research group based at the University of Cape Town, South Africa. It started way back in 2004 with the aim of spatially documenting African heritage sites. They’ve now gone on to do over 200 structures including Petra in Jordan. And in this case VR works as a kind of time machine. It can take us back to remote sites, reconstruct and experience the past or give us a very immersive experience of it. And the number of archeology and conservatory projects that are underway as partnerships between academic and cultural institutions.
You might also take a look at (Inaudible) VR, an Australian virtual reality archeological startup which has a goal of creating what it calls archeological accurate reconstruction of the ancient world. And they are marketing that just to education, but tourism and even the entertainment industries.
So I’m going to turn it back over to Maya for a couple more projects.

Maya?
Oh. So one of the most compelling virtual reality projects for education that I have experienced is The Crystal Reef developed by the Stanford Virtual Human Interaction Lab headed by Jeremy Bailenson in cooperation with Stanford Graduate School of Education. So this immersive experience, The Crystal Reef, and there are two of them, which we’ll talk in a moment, takes viewers on a seven-minute journey to the bottom of the sea where they get a closer look at the damage that carbon dioxide emissions have on the coral reef and other marine life. So in a sense, this time virtual reality actually acts as a machine that can take students to the future. And the reason for that is that off the coast of Italy there is actually a space where on the ocean floor they’ve reached (inaudible) which basically transmits CO2, and you can observe already the effects the CO2 has on the ocean floor or ocean acidification.
So Stanford has released this, and this is available for educational institutions, so if your institution has an environmental program or a STEM program or somewhere where you can, you know, play this experience, it is a great way to start.

Now in addition, sort of in terms of those of you who are thinking about starting to create your own project, they’ve released two versions of this experience. And one is The Crystal Reef, which actually works as you see, kind of like you are a fly on the wall and you dive in with the (inaudible), and it’s captured with a 360 camera that, yes, actually goes to the bottom of the ocean. So you can kind of – even for those people who cannot scuba dive or not, you know, for whatever reasons they are not actually able to go, get there, they can do this journey down to the bottom of the ocean.

The second one, The Crystal Reef Interactive, is actually a digital world, so of rendered from the observations of the ocean floor. And the digital world students can go on a mission and basically go and explore the ocean floor. And this is sort of the image, the large image here on the presentation, is straight down. HTC Vive, and with the controller, students can sort of actually take samples from the ocean floor. They can collect them. They can look at them. They can find additional information.

So phenomenons like ocean acidification are difficult to illustrate because they happen in such slow motion. And so the – it’s really the purpose of the simulation is to transport users to ocean of a possible future.

The team at Stanford is also looking to assess whether each student or viewers who are exposed to this simulation will change their behavior toward the environment. So this is another – it links to a research project currently going on.

So, again, this science educational software is available to everyone with the virtual reality gear.

Another project, and I already saw in the Chat some of you talking about medical education, and probably most of you have seen and are already familiar with the Case Western Reserve University (inaudible) project. (Inaudible) is now working with Microsoft to create content gear (inaudible) healthcare education. What you see on the right is actually an early example of a HoloPatient. 
I recently saw a review of HoloPatient prepared for some sort of mixed reality experience for the Microsoft HoloLens. HoloPatient aims to provide a standardized patient experience for medical education, nursing education, paramedic education. And some of you who have medical schools on your campus probably have (inaudible) initiative, you probably have (inaudible), you have other ways to visualize. And other projects actually have others, you know, basically simulate live (inaudible) through makeup and behavior, some of the symptoms of rare diseases.

So what Pierson and Microsoft is doing here is actually capturing these experiences and working with academic departments to possibly (inaudible) them sometime in the future. But my conversation with them has been also that they may also have some AI engine. The experience I was able to preview did not have that, did not have an interactive component, but I definitely believe that it will benefit from that, and I’ve engaged with a number of healthcare, sort of medical education faculty, (inaudible) how this could enhance medical education. So some of the teaching comes in the forum that the Microsoft HoloLens, as Emory said, has very narrow view of the viewer, so getting closer to the patient, you kind of lose parts of them. You have a very narrow view focused on them. But then from the nursing and paramedic side of (inaudible) once you are really treating a patient, get really down on your knees, you’re really focusing and the peripheral vision may or may not have such a huge implication.

So as we are creating and thinking about creating immersive experiences, I think this kind of gives some direction in the kinds of things that we’re still struggling and some of the things that work.

So virtual reality in science and STEM education has been definitely on the rise. We’ve seen a lot of universities looking at opportunities to bring new applications to this field. And one excellent simulation, virtual reality application is Labster. It’s a European company. They also have TEDx Talks. You can view. 
So Labster is working on the simulation to solve tracking environmental and medical challenges. So the initial experiment is a CSI type of simulation. In one (inaudible) the students are placed in a crime scene where a professor was murdered. The students’ mission is to collect and analyze blood samples in the virtual lab and help the police to convict the murderer.

But unlike in the TV series, students are not just viewers passively watching from the sidelines. They actually become a critical part of the story and get to perform real experiments and forensic analysis. And they had to make the decision, and they, you know, they had the opportunity to read into that, and, you know, kind of follow into that next step.

In addition this provides a, you know, sort of a laboratory setting that may not, you know, and that saves time, money, and space for students who may be joining from different campuses or also another opportunity for experiential learning.

In addition to Labster providing sort of a set of, you know, a growing number of simulations, they also actually allow you to customize a simulation, which I think is very interesting. They are (inaudible) in research which many of us, I know, are desperate to kind of learn about and hear and know more about so we can (inaudible) our own faculty and campuses to go forward. 
So they are definitely very invested and involved in both the research, the learning sciences, the variety of scenarios, and making STEM education really available to any student across the world.

Another project, and a shout out to my former colleague at NYU and in particular the NYU Tandon Lab, is a VR sort of game, blood cells (inaudible) this year. And I really like this project because it kind of brings the community of both faculty, students, technologists. 
So this game was really based on faculty research. It was released early in the gaming expo at Austin, Texas earlier this spring. And also (inaudible) the Cardboard viewers to the incoming cause to engage them and excite them about STEM education. 
So I really like sort of that initiative in terms of bringing students as creators and just engaging them with both research. Many of you know that when students get to create, and they get involved in understanding the environment, and understanding the relationship of this environment, there is a lot of learning that happens. Sort of a great example placing this outside of the learning environment but with great potential for learning.

So another application of VR that we see as having a tremendous potential in the future is obviously online learning, social VR. And this – sort of the big image in the middle comes directly from the Facebook keynote and on the banner they are using on Facebook spaces. And they are already placing (inaudible) as one of the areas this might enable. 
So social VR may give us an opportunity for addressing the challenge of feeling disconnect in online courses. In addition to the students being able to be present in the same virtual space, there are new opportunities to bring experiential learning just as some of the examples we saw. And a few other examples in that area is an example from a virtual reality startup (Inaudible) that has developed a speech (inaudible) app which aims to help people conquer their fear of public speaking with glasses, (inaudible), and interaction so they give you a number of different environments. And the avatars, you know, do have some AI, so they are able to also capture your gaze and give you sort of a feedback on your eye (inaudible) are more interesting.

And this is a project that comes from the Penn State School of Music actually is exploring how virtual reality classes featuring artificial intelligence, or AI sort of driven students, can be (inaudible – audio cuts out).

Maya, your audio is breaking up.

Okay. How – I’m getting – 

Now it’s better. And now you’re back I think.

Okay.

Okay. 
Okay, we’re near the end of our time here, so we really have to wrap up soon.

Yeah I’m sorry – I’m sorry for like this – the quality of audio. You know, hopefully we can kind of supplement. Some of this is already on the website.

So this idea of having opportunity, have their first day on the job before they get there on their career, and being able to sample a variety of career experience, I think gives a lot of opportunity for learning.

And just to kind of reflect on those examples and some of the areas we see virtual and augmented reality making an impact is virtual field trips, whether in the past or (inaudible) the future simulation, interactive storytelling, social VR and (inaudible), visualization and data science, and games, and ultimately world building.

So I’m going to bounce it back quickly to Emory who will address a few of the challenges.

Okay, just very, very briefly touch upon some emerging practices and strategies here. 
Of course there’s tons of challenges in developing your own VR projects. Different ways that you can go – I love this image on the left from Morton Heilig Sensorama which provided snow, wind, vibration, and 3D images though it never got off the ground at all in the end.

The least expensive solution, of course, is to do a mobile VR using Google Cardboard and smartphones. You can up that a notch by using expensive VR headsets, plastic headsets. Next level is to use the Samsung Gear VR, Google Daydream, which, of course, then you also need a set of smartphones as many students are going to have incompatible devices. Some institutions have resolved this by purchasing a dedicated set of mobile phones and VR headsets to use in the classroom. The image in the upper right-hand side right there is actually a recent nursing class that I did on nursing and cultural issues in society where students were using just Google Cardboard and their own headsets.

Going high end, of course, usually means Oculus or HTC Vive. Just remember to budget for the refresh of the technology as the rapid developments are going to soon leave you with stuff that’s out of date. The other consideration to keep in mind here, of course, as the image in the lower right-hand side shows, that with high-end VRs it’s usually going to be a one-student-at-a-time situation which means that everyone else is sitting and watching. And honestly watching people do VR is kind of interesting the first time around, but it’s not so interesting after you’ve seen someone do it once. That’s how that happens.
In terms of bases and classrooms, there’s a number of different ways that you can go here. Number one is the digital lab. A new one just opened at Lehman College in the Bronx and includes an IQ space by Eon, and it’s largely a programming classroom with VR over in one section of it. More likely we see these kind of things in, you know, where the desks are spread around the room as opposed to set up in rows like that. But it’s a great thing for the community because it’s just really a great economic opportunity.

The second one here is the Virtual Reality Design Lab at the University of Minnesota. It’s one of my favorites, love it because it’s right out in a public courtyard, (inaudible), I mean this is just putting VR front and center. I think it’s a great way to do that. And it’s a prescribed partnership between the college and the Computer Science and Engineering Department.

The third shows VR in a Maker Space setup, which you can see in the background includes moveable furniture and space that can be reconfigured. This is an excellent entry point for bringing VR and AR into campus. Maker Spaces with flexible design and experiential spirit provide really the optimal space for introducing students and faculty to VR. And high-end, of course, is, on the lower right, Stanford’s Virtual Human Interaction Lab, which is a high-end multisensory research facility with specialized sound, floor shakers and a head-mounted display. Note that the HMD is tethered to a ceiling mount, so you’re still tethered but you have basically unrestricted range of motion.

In terms of challenges, just going to touch on two very, very quickly but this is not your traditional media that you watch on a screen. As Chris Milk likes to say, it hijacks your senses, and that’s going to create all sorts of interesting scenarios for us. It can be very powerful for advocacy work as None de la Pena has shown in projects such a Hunger in Los Angeles. She practices immersive journalism which places individuals in virtual recreations of a given moment allowing them to experience it, draw conclusions first hand. In this particular one viewers are in line for a food bank in LA when someone has a seizure. It’s very, very difficult to remain indifferent to what you see.
Jeremy Bailenson did Becoming Homeless, A Human Journey, which is a more balanced approach. We saw it at the Tribeca Film Festival this past week. In which you actually go through the experience of becoming homeless and the choices one makes in the VR experience mirror and reveal the choices that the homeless face daily. The VR experience itself becomes – your reaction to it becomes part of the database of research surveys that participants take at the end of the experience.

In some cases we may end up needing to use waivers. That’s often the case when you go see a public VR setup or even ultimately have a rating system so that students and faculty know what they are getting into. A really vivid example here is the virtual slaughterhouse experience. It’s one thing to read about a meat processing plant or even watch a film of it. It’s a completely different thing, different experience, to stand on the floor of the processing plant itself even if you are doing that virtually.

And, of course, there’s also some significant privacy issues here. To give you just one quick example, the Oculus privacy policy is open enough to basically record everything you say in do in the Facebook spaces, which is kind of unnerving I think, in a way.

Finally, in terms of accessibility issues, obviously there are huge challenges here in terms of vision. These will not be (inaudible) by screen reading technology that we use to (inaudible) base resources. 
There’s long-term solutions that range from retina implants to brain interface research done by Google, Facebook, and others that could solve vision challenges down the road but not going to do it now though. (Inaudible) clear. Despite this, there’s exciting opportunities that VR is offering for people with disabilities to experience the world. Virtual travel just completely breaches the physical travel barriers that you find in so many developing countries. And there’s new opportunities for others to experience what being disabled is like, which could go a long way toward fostering empathy.

Some VR experiences are already beginning to include an option to adjust settings in the experience for people that are wheelchair bound, which I think is a great step in the right direction here.

To just wrap up with a couple of concluding comments here in terms of the future of VR. We are very much at the beginning of a new journey here, and we expect mobile VR headsets to significantly evolve and improve over time. Designs will become sleeker and lighter and more fashionable. It’s worth noting that Facebook’s ten-year development roadmap ends with a pair of Warby Parker eyeglasses. This really is the future of VR and AR. And we also need to consider that AI engines are going to drive new forms of immersive experiences, not unlike the Star Trek hollow deck.
And with that I’ll turn it over to Maya for a final comment or two. Maya?

So for me it really was taking flight in NASA in the jet propulsion lab was most evocative of what the future of education might look like. The image in the center illustrates how (inaudible) from different parts of the globe are using (inaudible) to collaborate and design the next 2020 robot. By wearing the micro collar (inaudible) lens in their offices, scientists and engineers meet on Mars. A key advantage of the whole graphic teleportation is the ability to do virtual travel. So scientists from different locations on earth can now literally meet in the simulated Martian environment to plan the new mission. The Martian (inaudible) thanks to a digital image is imaging (inaudible) today as well as footage obtained in previous missions, so the mixed reality experience is allowing them to really plan new missions.

So I believe that this is, you know, where we probably will go. We will be able to create as designers, as thinkers, as educators, new ways of experiences that will challenge our students and ultimately give them new tools to solve the challenges we face in our rapidly fast-paced world as well as probably beyond it.

All right. Thank you, Maya. We’re kind of over time, so I’m going to need to draw this to a close, but Emory and Maya, thank you so much for taking the time for joining us today and facilitating this conversation. It was a very engaging session and conversation.

Oh, good. Thank you very much. And we’re sorry we didn’t get time to answer more questions, but if we get access to the Chat questions, we’ll be happy to answer them online in other forums or on our site.

Yeah, definitely connect on Twitter or other social media. We’d love to connect with you.

Excellent. Thank you very much. And thank you, everyone, for participating in today’s webinar.

But before you sign off, please click on the session evaluation link that’s there in the lower left corner. It’s very short, and your comments are very important to us so please, just take a second and give us your feedback on today’s session.

This session’s recording and presentation slides will be posted to the ELI website later today or early tomorrow morning. Please feel free to share it with your colleagues.

Just a programming note, there was a lot of mention of medical education in our session today, and that’s the topic of our next hour on June 5. The American Medical Association, or AMA, has been instrumental in encouraging innovation in medical education through a large grant program called Accelerating Change. We will be joined by PIs on leading projects that were enabled by the grant program. Again, that is on June the fifth at our usual starting time of 1:00 p.m.
On behalf of EDUCAUSE or EDUCAUSE Learning Initiative, this is Malcolm Brown. Thank you so much for joining us today and have a great week.
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