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Insights from the EDUCAUSE-ELI Series VRAR Stepping into the New Frontier of Learning 


Welcome to EDUCAUSE Live!, everyone. This is Jody Tracy, Online Event Coordinator; and I'll be your moderator for today's eLive webinar. EDUCAUSE Live! webinars are supported by Dell. Dell EMC serves higher education institutions around the world by delivering innovative technology solutions, including teaching and learning transformation; powering the underlying infrastructure; and providing analytics, security, and cloud-based services. 

You're probably familiar with the interface for our webinar, but here are a few reminders. We hope you'll make this session interactive. Use this "Chat" box on the left to submit questions, share resources, and comments. If you're tweeting, please use the hashtag EDULIVE; that's E-D-U-L-I-V-E. 

If you have any audio issues, click on the link in the lower left-hand corner; and at any time, you can direct a private message to technical help for support.  

The session recording and slides will be archived later today on the EDUCAUSE Live! Website. Our webinar today is, "Insights from the ELI Series: VRAR, Stepping into the New Frontier of Learning." With VR and AR, we stand on the cusp of a new revolution in learning. This webinar shares insights from the EDUCAUSE review, "Transforming Higher Ed Immersive Learning Series VR and AR: Stepping into the New Frontier of Learning." The series covered examples in STEM, digital humanities, storytelling and AI, medical education, and learning space design. 

As we move into 2018, it's an opportune moment to highlight implementations in trailblazing projects. What initiatives are pushing AR and VR forward? What makes these projects stand out? Have institutions and programs faced unexpected challenges? Can we begin to identify emerging practices that will shape future learning environments?  

As with the original series, the presenters are motivated not by the technology but by the promise to bring about new models of learning that will lead to student success. Join us as we explore developments in immersive technology that will shape the future of education. 

We are delighted to be joined by Emory Craig, Director of eLearning at College of New Rochelle, and Maya Georgieva, Director for Digital Learning at the NYU School.  

As Director of eLearning at the College of New Rochelle, Emory Craig is responsible for a broad range of innovative technology initiatives, faculty development, and the integration of emerging technologies in the curriculum. A Frye Fellow and frequent keynote speaker, he has written and presented extensively at both national and international conferences on innovation in education and the impact of the digital revolution on contemporary culture. His current research is on the sensory and cognitive implications of virtual reality platforms for the learning environment. He is the Co-Founder and Partner at Digital Bodies, a consulting group assisting corporate, nonprofit, and educational organizations in the implementation and use of immersive and wearable technologies. 

Maya Georgieva is an Ed/Tech strategist, author, and speaker with more than 15 years' experience in global education. As the Director for Digital Learning at the NYU School, Maya leads innovation in the area of design and implementation of emerging technologies in teaching and learning, and immersive technologies like virtual and augmented reality. She works to engage the University community and provides strategic leadership in creating an institutional culture and capacity for innovative design with emerging technologies.  

Along with the CIO and the Vice Provost for Curriculum and Learning, she works with academic groups, faculty, and IT in the design, development, management, and evaluation of new digital learning initiatives. She is also the Co-Founder of Digital Bodies, a consulting group focusing on the impact of immersive technologies, VR, AR, MR, and AI on education and society. Digital Bodies is frequently cited as a must read website for news and analysis of emerging technology development. 

With that, let's turn it over to Maya. 

Thank you, Jody, for the kind introduction. It has been a real pleasure to work with EDUCAUSE and the ELI community on the series, and today we're delighted to meet everyone. 

For today's webinar, during the hour we'll highlight some of the projects pushing VR and AR forward, some of the challenges we're encountering and some of the emerging practices that we've seen based on our collective body of work as a community as we highlight so many of the projects that you are spearheading on your campuses.  

I just saw that Grinnell College is on the list and some others, and so we're so delighted to see you as we have looked in to see who you are as we've looked into your projects. 

For today's webinar, we'll take questions at the end; but please go ahead and submit them as those come to mind via the Chat. 

Here is the visual gallery of the pieces released so far on EDUCAUSE Review's blog site. We want to thank EDUCAUSE for creating the wonderful feature images for these articles. This, of course, is the list. Some of you as we go through you may have seen the ones on top that have been already released, you may have been featured, or you might be featured in the last three that are coming up. 

What's coming up later this week...or stay tuned, very soon...is Learners and Creators and World Builders of Our Immersive Future. And then later, in December, we will write about the art of immersive storytelling. In January, fresh with the New Year, we're right on the horizon in 2018 for immersive learning. So these are some upcoming posts coming in the next month or so. 

As we've done with previous webinars, it's always a good idea to see how the field is changing; so we'd like you to take this quick poll. What we've done is some of you who have attended our previous webinar, early spring, you'll see that this is a question that we actually posed back then.  

We've asked before. 

Yeah, we're kind of been curious to track how things are changing. And so following this webinar, we'll take stock and see how we are moving forward and what are we trying to experiment with most often and what's on the landscape. 

I'll give another 10-15 seconds for the poll.  

[Pause for responses] 

Okay, let's go ahead and release the results. This is really exciting. What I see here is that close to 50% of you are already experimenting with VR, which makes us all very excited. We're seeing sort of the excitement coming from various projects and from various questions we've received throughout the community. 

Sort of in second place, what I see here is sort of on equal footing, just initial conversation now, possibly in about two years, and no current plans. So this is kind of coming with the two other groups, around 20% age; and I think that's an interesting sort of community to watch because I think there's a little bit of a wild card in that as no current plans can oftentimes turn into more plans later in the year, but exciting to kind of see how this is shaping up. 

There are 14% of you who are basically planning to start in the New Year. So this is very exciting to see if people are in experimentation mode.  

So how does this get started?  

Well, we had sort of a very wonderful set of workshops at the ELI Conference. And then we felt that there were so many questions; and in conversation with Malcolm Brown and Veronica Diaz, we did a webinar early in May, in the spring. And then we felt like the webinar didn't give us enough opportunity to answer all the questions that came up. So the VR and AR Stepping into the New Frontier of Learning Series actually was born, and so are being slated to fall on developments in the field and development on our campuses. 

Emory? 

Okay, so we'll talk a little about the VR and AR tech developments, which was the first one on the series, and just kind of go through this very quickly because I have a feeling that most of you are very aware of this. 

As you all know, virtual reality has been around for a long time...from the 1960s, early installations and university labs. And the technology has really taken off over the past three or four years, which has really been spurred by the ongoing miniaturization and declining cost of technology in general. If you want to see a very fun account of this that I've been reading recently, my latest favorite book is Jaron Lanier's "Dawn of the New Everything." He was one of the founding figures in virtual reality, and it's just fascinating to ready how this all came about back in the 1980s. In actual fact, his company, VPL Research, actually did a lot of amazing stuff back then that we're just now getting to again. 

So let's move on to just a quick sort of timeline here in terms of the developments. As you all know, low-end markets were dominated by Samsung's Gear VR and the very simple Google Cardboard, which there's more of than anything else. Ten million copies of that have been distributed so far. These only give you a partially immersive experience, as they only provide 3 degrees of tracking; basically, they're tracking the location of your head, not the location of your body in space. More advanced headsets and more deeply immersive experiences come from the HTC Vive, Oculus Rift, and Sony PlayStation VR. The latter actually is turning out to be very popular this year, with some two million sold; so I think that's something to watch. 

Recently, we saw the release of the Microsoft Mixed Reality VR Headset, which we've been using over the past couple of weeks. It has front-tracking cameras, so it does not require the set of base stations. It makes it a little easier to just put on and use, but still some challenges with it. 

The minimum tech (inaudible) specs for the computer to run them turned out to be higher than expected, but I think that may come down, down the road. There's also not a lot of native content to them right now, so they did get access to the Steam store a few weeks back; so at least that's a start. In the near future, of course, we're going to see the release of standalone VR headsets. HTC Vive Focus is already out in China, not here; and it's going to be some time probably before it gets to the U.S. market. Oculus Go will be out in early spring. Rumors are that Google will have something probably by the late spring. And eventually, during the fall, Oculus Project Santa Cruz will come out, which will be a self-contained headset with 6 degrees of freedom; and that, I think, will be a game changer. It's what we're all kind of looking for here. 

In Mixed Reality, we should see a next generation of Microsoft HoloLens in 2018. And of course there's the ever-present tantalizing question mark of Magic Leap, with its promise of a mixed reality headset. There was a tweet earlier this week suggesting that something may appear in the coming days connected with the Star Wars movie, so keep your eyes out to see if they actually do something and what it is they do. 

Moving on to AR...a number of developments here over the summer. The big one of course Apple's ARKit, and Google responded with ARCore. These are both moving augmented reality from marker to marker with content generation. Both companies, of course, have been at this for some time. Apple has done a string of acquisitions for the past four years. Google has had its long-running Tango Project; and that's not exactly shelved, but they quickly oved into something different when Apple came out with ARKit. Both of these platforms, of course, will come to life with new generations of smartphones, that will make it much easier to create content. 

So with that, I'm going to turn it back over to Maya. 

Yes, so in all the early pieces, we focused virtual and augmented reality in STEM education. STEM of course comes with Steam...getting the arts and the humanities into the equation in a movement that we believe is very kind of strongly starting to show up on campuses based on the makeup of the these initiatives. 

So we believe that VR and AR are poised to profoundly transform the STEM curriculum. And in this particular case, we offered several inspiring examples and key insights on the future of the immersive learning in the sciences.  

In addition to that, we felt that where immersive learning is coming true is through experiential simulations, modeling, spatial representation of data, and a sense of presence in contextual gamifications.  

So we want to highlight a couple of new examples...the first one coming from the Buckeye Virtual Reality at the Ohio State University. They are from the College of Arts and Sciences and Civics there. So this will just go with a goal to develop a visualization for STEM, came from a Steam initiative on their campus to be used with the Guru cardboard glasses and really to help bridge the gap between the instructors' mental sort of model and picture and the students'.  

So like a few other disciplines, physics and mathematics have a reputation among students for being particularly impenetrable. So I thought that this was a great way to present that sort of instructor and expert mentor model and share it with the students. A couple of different professors collaborated on this project. 

The next examples come from the Carnegie Mellon University and students (inaudible) a VR world with Amazon Alexa. And so what's really unique is that they felt that a key to answer the questions about them is exploring the challenges of building a virtual world. And in that sense, how do we make it so that presence is a constant? So they felt that in a way, using a natural language through Alexa this could kind of like really make the viewers feel truly immersive, truly immersed in the world.  

And it's a great experience. There is a video out on their website and I doubt a great initiative of kind of trying to merge what is virtual and augmented reality and AR and probably machine learning and a number of interesting initiatives on this campus. 

Moving on, our next piece features medical education...so, Emory? 

There has been, of course, just so much excitement in this area...lots of development. Partly it's due to the needs of hospitals and, of course, the potential cost savings that medical schools might achieve. But that said, there's also just simply a great deal of innovation here with projects that are having a real impact on human lives.  

One major example that comes to mind is from USC'S Bravemind interactive VR platform, which they use for exposure therapy treatment for returning veterans with PTSD. That program has now expanded to over 100 VA hospitals and university centers. 

One that's a particular favorite of mine is the Immersive Trauma Center at Children's Hospital Los Angeles. It's fascinating in that the simulation includes so much more than just a virtual patient. It recreates the entire setting of a trauma center complete with doctors/nurses urging you to make a decision, background noise, and even virtual and possibly distraught parents standing to one side, which is of course what you actually experience in something like that. 

So in real life, we absolutely don't want to make mistakes in medical care; and it makes for a real challenge in the learning process. With the simulation, you can learn through failure; you can test different approaches to understand what happens and see where things go wrong and where other things might go right. 

There's also a lot of other just general developments here. Take for example, pain management...the VR video game from the University of Washington called SnowWorld, which sounds simple. It involves throwing snowballs at penguins and getting them thrown back at you and listening to the music of Paul Simon. But it turns out that it can alleviate pain during really difficult tasks, such as wound care or physical therapy, because it overwhelms the senses and pain pathways in the brain. A 2011 study by the military showed that for soldiers with burn injuries, SnowWorld actually worked better than morphine. 

Also at USC, STRIVE is a realistic combat war theater experience represented in a VR environment; and it's designed to provoke physical, social, and emotional stress and kind of put military people through the kind of situations that are reported by veterans with PTSD.  

No surprise, of course, that VR is being used for surgical planning. Mayo Clinic and Ronald Regan UCLA Medical Center, other hospitals, are starting to plan their procedures using VR. Using Ocular Rift, for example, they can virtually navigate through 3D models built from MRI and CT scans looking for the safest place to reach, to get at tumors.  

Perhaps one of my favorites here also is last year Stanford University engineering students created an immersive VR experience for seniors that let them experience outside activities. So for people that are homebound or in hospice care, it's an opportunity to ride a bike or walk on the beach. This particular program called SUSIE, Senior-User Soothing Immersive Experience, incorporates sound, light, wind, and even temperature changes. I know there are other ones being rolled out at different hospitals and hospice care centers, which I think is just absolutely an amazing development. 

Turning from that to what is really my field, in the humanities while there are probably fewer high-profile projects here, there are lots of creative initiatives and possibilities. Just think about for the moment what if texts and works of art are no longer read or viewed but are experienced. What would happen, for example, to our interpretation of art or history or archeology when we're not just passive recipients but we become co-constructors and actors in immersive experiences? 

For example, just the experience of standing inside an ancient monument or temple. It's of course so difficult to travel, and we can actually reconstruct these things in virtual environments, which can give us a whole new take on what they meant for the people at the time and even for what they mean for us. 

To give you just one quick example here, the Uncle Sam Plantation Project at Grinnell College is fascinating. It focuses on Constancia plantation located in St. James Parish in Louisiana, which was constructed in one of the early 1800s. It was one of the main 19-century sugar plantations. It was eventually torn down in the 1940s to make way for a river levee, and now the project will recreate the site in 3D models. It's being done in SketchUp, and there will be a full VR simulation and unity in Autodesk 3ds Max, which is a computer 3D graphics program for creating animations, models, games, and images. And the goal here, of course, is to examine the scientific/the industrial knowledge networks involved in sugar production, and also to convey the forgotten histories of the people that lived there. 

I would talk about Yale, but I'm going to turn that one over to Maya because she was there recently, right? 

Yeah, so I have a positive visit at Yale University and the teams working there on a course which is the Hero in the Asian Near East. It's exploring the Near East' and basically as part of the course in collaboration between the Center of Teaching and Learning, IT, and the faculty, students actually were able to kind of visit the Northwest Palace at Nimrud, which has unfortunately now been completely destroyed; and probably virtual reality is our best bet in terms of experiencing this space and of course experiencing the massive size of the place, which is so difficult to empower it via museum pieces, photos, slides. You just don't get the sense for the context of the space. 

So a wonderful initiative there, and one of the sort of interesting comments that came from the students about not only how just fascinating it was to experience it but that some of them wrote that they could practically smell the smoke from the fire and the incense in the room...which is kind of interesting because obviously virtual and augmented reality is not yet doing this for us. However, there are projects in the works of bringing smell and other senses. But we, as human beings, have this way of complementing our own senses; and so it's a way for students just to really experience this space. 

These projects really bring people into the experience, turning them from passive readers into basically active participants and inspiring new thoughts and meaning. They allow us and our students more to build entry points on very removed and sometimes challenging topics and offer new models of interpretation for art, literature, history, archeology. So this is not just recreating moments and objects from the past; they're actually, in some of those projects, students are really participating in creating these immersive environments, as we'll see with our next project. 

Our next project is a collaboration between the University of Maryland and the students as well and the Newseum in Washington D.C. So the Berlin Wall VR experience is basically available in the museum. What's interesting is the project kind of came up as partly inspired by a prototype developed by a student, a computer interaction regular student working in the Augmentarium at the University of Maryland Institute for Advanced Computer Studies. This really kind of shows a very interesting way of something starting in the University and moving in partnership with both the museum and HTC Vive now becoming available to the public. So unlike a book or a painting on the wall, these projects become immersive platforms for human experiences and by creating new spaces for multi-sensory human perspective. 

I think in a remarkable fashion, they're engaging the broader public and extending the work of the academic community farther into the public sphere. So VR and AR will -- actually have given us a new way to look into the humanities and social sciences to understand our heritage and the rich complexities of our human experience.  

Moving on, as we have seen these initiatives come to life on campuses and in actually various experiential spaces, we obviously starting thinking about, well, how do we make these things happen? And certainly we have been sort of running different workshops at our own institutions, at various conferences, and playing with the idea of what would be a good space to start with. 

One of the spaces we found particularly happy was actually in the sort of ELI Conference at the Steelcase Active Learning Classroom. And so we thought this was a great starting point for us to kind of imagine how we can move from the active learning classroom to the immersive learning, perhaps, space. So we reached out to Steelcase education; and we kind of like shared our own vision and ideas and things and they were able to visualize some of these projects, some of these ideas into what are designing spaces for immersive learning and to this kind of really (inaudible) structure.  

It's one of the illustrations that we kind of created with them. And what we thought is that unlike some of the examples out there where it's mostly focused on sort of development of virtual and augmented reality, we really wanted to focus on encouraging immersive experiences, collaboration, co-creation, and reflection. And as you can see in these kind of various segments, we kind of mapped them to what we felt are some of the ways things happen when we engage with students in virtual and augmented reality. 

So on the top you can see kind of the spaces for collaboration, as well as in the center is the space where you can kind of be set as sort of a high-end motor user experience with the HTC Vive, Oculus, some other sort of walking and roaming experiences, or it could be set with swivel chairs with 360 viewing sort of type of sessions.  

We also felt, as you can see on the top, that it's important to have a way to have research done. We're starting to see research being part of not only just graduate experiences, but also the undergraduate experience...cooperation between students and faculty. So we kind of thought about having a flexible observation deck. As many of you know, those observation decks are sort of the hallmark of really some expensive master sort of augmented VR and AR labs. But we thought that perhaps we can bring this in a way that is accessible to wider audiences on our campus. 

We also think that this is coming into a time where things are changing. So in addition, we have this kind of space for reflections; and below here, a space for storyboarding, prototyping, and creating of content. And you can see sort of the green screen, where students can share some sort of animations and kind of use that in unity in other game engines. So these spaces were literally kind of a way for us to map some of the activities we felt could be encouraged. 

That takes us to our next article coming up, as I mentioned early on, later this or next week. Emory, take it? 

Sure, take it from there. It should be published any day now, so we won't give everything away here. I just want to quickly highlight a couple of projects, one of which from -- I actually used to live up in Rhode Island near Brown University, grew up there. Brown is using the immersive technology to tell the story of an event that took place in a prerevolutionary war era in America, the Gaspee Affair, which is often seen as a precursor to the signing of the Declaration of Independence. In the incident, a colonial boat got chased by a British warship, which of course got tricked into running aground; and then the colonists rowed out to the ship and, after an altercation, shot the captain and set fire to it.  

It's a story not all that well-known outside of Rhode Island or outside of historians in early American history. Students in an independent study course under Adam Blumenthal recreated the event both in the tavern where the colonists met to plan their active rebellion and in other locations. They coded in virtual environments; they filmed live actors. It's just an amazing project, I think. 

Two points that stand out for us is that the students came together from a wide range of majors, including computer science and engineering, modern culture media, history, political science, economics, biology, visual art...just a whole range of disciplines. 

Secondly, the entire project will ultimately be used in the Rhode Island public school curriculum. There are numerous artifacts remaining from the event, but they are actually seldom seen by anyone in the state because they are in the collection of the Historical Society. So this just has a way of sort of making these resources accessible and open to another whole generation of students. 

Moving on from that, the College of Architecture at Texas A&M has done some fascinating work here. There's an exercise to expand the imagination of environmental design majors, which resulted in these amazing 360 virtual reality spaces. It was a pop-up expedition that took place at the Langford Architectural Center on the campus. Of course you can see how this is an exercise in creativity. Students could just sort of design all these strange environments that were liberated from the constraints of materiality and structure.  

Of course it helped students rethink how they would convey architectural and environmental designs. There are huge possibilities here, of course, in finding new ways to communicate what begins in the imagination as an idea and then has to be turned into something concrete for city planners and the public at large. 

Just as a personal note to this, my grandfather was an architect. I saw him all the time have battles with people because he was trying to convey in sort of hand-built-3D models and drawings what he wanted to do. It was not always so easy because he had the idea in his head; and yet, people, city planners, and school districts had other ideas about what they wanted. 

The two images on the right-hand side of the slide are from projects in the student exhibition. 

With that, I'm going to turn it back over to Maya and storytelling. 

The art of immersive storytelling has been on our drawing board for a few months now, and it's coming to you in the middle of December. It's a fascinating topic; and lots of interesting examples are coming up, especially as design schools, like here at the NYU School, the Barton School of Design, are starting and opening minors in immersive storytelling and others. Just in schools all over the world students are finding ways to use virtual and augmented reality to create narrative films, documentaries, animation, games, medicine and therapy, architecture, and just all different types of fields. 

The one project that we kind of want to give a spotlight today is a project that took place earlier this year to be with Hamlet at the NYU Tandon. It was also featured at a Tribeca Film Festival here in New York City. And obviously, it's William Shakespeare's famous play Hamlet that has been adapted to thousands of times on stages of the Globe Theater, in high school productions, the (inaudible). And now, four hundred years since Shakespeare is dead, it has become a virtual reality experience with a team of artists, actors, engineers, and developers that have basically transported us there. 

It was conceived by Javier Molina, a graduate and current adjunct Assistant Professor of Integrated Digital Media at NYU Tandon. The production was also one of the first live performances of theater in social virtual reality. In order to build Hamlet 3D models, the teams can simulate an actor's body with 3D scanner, photograph him in various life conditions to create a dynamic virtual character. So motion capture cameras, and that's what we're seeing....motion capture studios coming up on our campuses. Body suits and mark trackers basically track the actors' movements, which are then transmitted onto the Avatar and then the virtual castle ground. So it basically is his movements are transmitted from the data of the bodysuit, which kind of becomes almost like a skeleton.  

So the rest of the images in the video game engine develop on real engine, which is they also are running the experience. So the audience wear HTC Vive headsets to see and direct with this virtual space. So stay tuned. There's more coming from the art of immersive storytelling.  

We would like to actually take our second poll: "What do you think the most potential immersive technologies are?" And can I have a sense of what do you think...what is your sense as we've been moving through a number of different fields? Where do you see this going? 

[Pause for responses] 

Okay, let's do another 10 seconds. 

Okay, so this is definitely our educational community because about 70% of you thought this is definitely coming our way, both in formal and informal learning opportunities. It's followed by professional applications like health care. Yes, in medicine this is the science of the presence not of the future...very closely followed between entertainment and recreation or sports, concerts, and games. So these are kind of where things are...education, medical, entertainment, and games. 

Let's move into the next portion of our webinar, which are kind of also some key takeaways that we would like to share with you based on our experience in looking into what has been an incredible amount of projects over the year.  

The first one is kind of like take a moment to think about what initiatives are pushing AR and VR forward? I know some of the questions were reflecting that throughout...coming in, in the Chat. So based on our research and visits of institutions that have engaged, the best way to start is to engage the community...often with a Hackathon, an Innovation Day, a VR Day. And this is really to provide them the opportunity to experience AR and VR.  

It's something that we felt that in a few places, it's kind of moved directly to project learning. Some of this was (inaudible) due to the fact that there was very little awareness of really the spectrum of virtual and augmented reality experiences. So we definitely would recommend getting started with some of those. 

In the medical field, we see great initiatives because, again, a number of mature projects used in surgical, pre-surgery, saving time for surgeons, and saving time for students, as some of you know moving from using (inaudible) to using sort of virtual and augmented reality visualization...so having a huge impact already on the profession. 

Multidisciplinary approach – we see that many of the projects have kind of excelled and moved beyond just the prototype or a simple illustration take on this multidisciplinary approach of bringing students together from different majors, and in some cases even across not only schools but across institutions. So that's something we see really having a very big impact on how these projects go. 

We see also institutions trying to create sort of a space for that in informal learning spaces. That is like bringing basically artists and designers and architects and residents and creating community around them. We see that being a very successful way in introducing the community. 

Partnership...you saw several projects here had partnerships with both academic institutions, with technology companies, with media companies, with local community organizations. And really, I think, we see this as instrumental in the early stages of exploring this medium and connecting it to something with the community. So social impact and community engagement have also been a driver in pushing this initiative forward. 

I'll turn it back over to Emory to talk about the challenges. 

Okay, the challenges...and this has been actually coming up in the Chat over on the side somewhat, so I'll try to get to a little bit of this. 

Obviously, right now we're dealing with competing platforms...not only in a high-end, but also just the larger schism between high-end versus mobile. And there's rapidly-changing hardware. One of the challenges, of course, in doing mobile VR is, right now at least, they're run off of students' phones or phones that you have them separate from that. So it's a bit of a challenge in that you can't really use something like Google Daydream headset because it's really too limited in number of phones that this supports. It's better going with Google Cardboard or even Samsung Gear VR, which has a wider list but, of course, is not going to function with an Apple iPhone. So on the mobile end, there are just huge challenges. 

I think support and appropriate hardware on the campus are definitely issues. We really need to build expertise around these technologies, and I think that's what's happening right now. I mean we see it so often in our conversations...talking to people at conferences and other events.  

Content remains a challenge, though I think it's actually starting to get better. Everybody talks about there being so much on the Steam store; but if you actually go through it, there probably isn't a whole lot that's really good from an educational standpoint. There are some great things there...great experiences, some great tools such as Tilt Brush. Google Earth VR is an incredible experience. But there's also a lot of stuff that we really wouldn't use in the higher education environment. 

I think the opportunities to try out VR can be a challenge for institutions that are not located in large cities. We have the advantage being in New York. There are film festivals going on all the time; there are meetups. There are just seemingly events every single night; and it's more difficult if you're in a remote location, not a big urban environment. 

Of course a final challenge is just avoid relying on a single champion. You really do need a group and have coordination among the members as we've all, I think, been through this before with emerging technology. You get a single champion and then, oops, that semester they're on sabbatical or they're off or something or they get too busy with a course load and suddenly things get delayed because of that. So these are all just sort of challenges that we face in a rapidly-moving environment. 

I'm going to turn it back over to Maya, and she'll talk a little bit about emerging practices; and then we'll wrap up. 

Thank you, Emory. 

A few emerging practices we've kind of captured and a few insights here. We feel that the next wave of the digital revolution students will be a key driver in imagining these new learning experiences. Students have created, as kind of noted, as one of the developments across the NMC Horizon reports and others, I think, will play an important role in moving these projects forward. 

We also see that institutions that create both formal and informal networks seem to be a support...seems to be more successful. So definitely thinking of sort of really blending the formal and informal opportunities...building, developing kind of like, and moving on from just thinking this is the project of a single course to perhaps thinking through an opportunity to develop over sort of multiple areas, departments, and groups on campus. 

Obviously, the question immediately comes to mind in terms of how do we engage the faculty. We see that, again, successful initiative through centers, working groups, ad hoc, or a sort of more formal working group gives that opportunity for more discussion, for a better way to think through collectively of how to support those. So engaging and sort of in with the faculty is obviously the important and showcasing ways that this could lead into project-based learning and experiential type of learning activities. 

A number of the projects focus on experimentation and risk taking, and I saw that sort of reflected in the Chat about taking the risk. Yes, with emerging technologies there are lots of things that can go wrong here. So having the right mindset is important in terms of thinking through that it's a space...this all comes to us in a very early stage in a very experimental way. 

So I would suggest that sort of if you are thinking of sort of projects, and particularly projects that will be developing content, focus on context and space...just really thinking through these 3D virtual world spaces...and also the future of learning that basically will create these new opportunities rather than sort of immediate outcome and objectives. While research is coming up and we're starting to see research based on individual projects, research based on – this implementation has taken place over a couple of semesters, this technology is evolving as we speak. The opportunity is to do new things...something that maybe you have not been able to do last semester, it's possible to do this year. Far more things will be possible in 2018. So sort of really thinking through that lens of experimentation and the future of learning, I think, is helpful in setting the scope of these projects and initiatives. 

As we move towards our final segment and looking into the future of 2018, where do you see VR, AR, and MR making the most impact in 2018 on your campus? 

[Pause for responses] 

Okay, poll results are coming in; let's do another 10 seconds. 

Emory, I think my screen here is actually refreshing. Can you take the results? 

Yeah, sure I can take that just really quickly; and I have the last slide. So, yeah, I mean, health care and medical education obviously loom large...art design, film, and media studies also. I teach a course called New Media in Society, so for something like that it's just really a given. 

I see interesting with everyone that people don't see it really impacting the social science right away, though I think again it just really has huge potential there...more so for things like Makerspaces and labs and online learning down the road once we get to social VR. So it'd definitely good to see that; but obviously medical care and media studies...those areas loom the largest in all of this. 

Maya, is your screen okay now or what? 

It's refreshing. 

Well, I'll go on to the last slide and we'll wrap up and then we can do some questions. 

Anyway, it's of course hard to predict what's on the horizon, even for the coming year; the landscape is changing so rapidly. But here's just a couple of developments that we think will bear fruit. 

We're going to see much easier to use content creation platforms. An example of that is the announcement the other week of Amazon Project Sumerian, which is kind of in the cloud. We see a lot of these in-the-cloud content platforms and places to even store content. 

AR is going to rapidly mature with ARKit and ARCore, and we'll see a number of educational projects here. I think we will see the development of an AR cloud kind of platform, where users can share experiences. People may be able to develop an AR experience for a certain location to make that persistent, leaving it for others, which would be absolutely incredible.  

VR, of course, as we talking about...the VD arrival of the standalone headsets that I think will make support a lot easier. You'll just be able to pick up one and start using it, as opposed to having to set up a whole bunch of stuff. 

In terms of high-end VR, we've had the opportunity to try out the Pimax VR headset...very popular kick starter project. If you get the chance, do it. It's 8K resolution; actually, it's more like 4K, but it's still astonishing. And the 200-degree field of view, which is remarkable...after you do it, it makes your HTC Vive or your Oculus Rift feel like you're looking through a pair of binoculars. So lots and lots of changes coming down the road, and I think all of these are going to have a profound impact on the learning environment and how we experience the world. 

This is just really an incredibly exciting time, and it's up to all of us to really build our understanding to the pedagogical frameworks around this to design new physical and virtual spaces and to create transformative learning experiences with immersive technologies. 

I really see this as sort of...and I think Maya would agree with me that it's much like the beginning of cinema or the dawn of flight; and we're just really so eager to see what all of you...what all of us, really, as a community...will do with the technology. 

Yeah, it's a fascinating time; and I think we are witnessing the birth of a new medium. 

So we have time for some questions, Jody, if you want to jump in on this. 

Sure, yeah, it looks like the Chat has been very active...a lot of questions.  

Hugely active, I know. 

It's been amazing. So I'm not sure if we'll be able to get to everything, but we will certainly try. I know that one question that Maya actually touched on just briefly was on the risks involved in using AR and VR in education.  

Emory, did you have any thoughts about that...especially with instructional designers and technologists? 

Yeah, as much as for me this is just an incredibly fun and exciting time, I'm also deeply concerned about the challenges that we're going to face. As you all know, we face challenges as it is with texts that are being used in classrooms, about the kind of learning experiences that are already there. Sometimes they become part of a social or a political debate. I think that's going to become a much bigger issue as we move into immersive experiences because, wow, you're not just picking up a book and reading from the page or on your iPad or something and reading; you're actually stepping into the experience, and it's such a physical thing.  

There's such a physical dynamic here that we're going to have a very interesting time as we get into this. And I think it's going to take all of us...faculty, instructional designers, people in IT, everyone...to sort of determine what are appropriate experiences and what you do if a student says, "I don't really want to experience that."  

Of course right now, there's no rating system for this. The rating system that's there for games wouldn't even begin to account for the kind of ratings that we would need in something like immersive VR experiences. So all I can say is I think we need to move forward on it, but we need to be cognizant of the challenges that we're going to face as we roll this out. 

Sure, sure, that makes sense. Another couple of questions we had from folks were around accessibility and any thoughts about students with disabilities and accessibility in using VR, and then also if there are any VR applications out there to help with diversity and inclusion training? 

Maya, do you want to do that; or do you want me to? 

I think in terms of accessibility, we're just now starting to see the emergence of a set of design principles in terms of how to think about designing these experiences...especially for different types of disabilities. So in conversations , both Facebook and Google are starting to have really a voice in that...this year in particular sort of more so than in previous years. 

We also see some of the more immediate sort of things that are happening. Some of the experiences have the opportunity for them to be set so that somebody who is in a wheelchair can experience them, similarly to somebody who is like five-foot-three or four. And so we're starting to see kind of these things, these new ways of making those experiences accessible. That said, at the moment very few experiences are adaptive in any way. That's really the truth. It's great to have those conversations, but I know that there are some immediate sort of concerns here. 

I think some of the cues we are seeing people are taking are obviously from the gaming community, where there are a number of initiatives that have been able to bring games to people with disabilities. So this is— 

Yeah, there are huge issues; Maya is right. But also take a look at Samsung's C-Lab projects, which is kind of their advanced sandbox lab where they're doing some stuff. They do have an app out called "Relumino." It's not that great; it's really rough around the edges, but it's at least to try to help people that have challenges in terms of eyesight in terms of using immersive experiences. But again, it's very, very rough around the edges; we're only at the beginning stages of this now. 

Great, thank you so much.  

It looks like we're about out of time; so, unfortunately, it doesn't look like we'll be able to get to any other questions. But thank you so much, everyone. 

Emory and Maya, on behalf of our attendees, thank you for joining us for today, and for this engaging session and conversation. 

And thank you to all of our participants today for joining in from around the world. Before you sign off today, please click on the "Evaluation" link, which you'll find in the bottom left corner of your screen. We do review these comments, and they're very important to us for our continuous improvement. 

This session will be archived on the EDUCAUSE Live! Website, including slides and a complete replay. Feel free to share this resource with your colleagues.  

Join us for the next eLive on January 25, 2018, at 1:00 p.m. Eastern Time. 

On behalf of EDUCAUSE and my colleague Sean Kennedy, this is Jody Tracy. Thanks for joining us today for EDUCAUSE Live. 

Okay, thank you. 

Thank you. 
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