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All right, so let's take off. Now we're on to the first session of our program. The overarching question for the Focus Session possibly could be put like this: Where, when and for whom can XR technologies add value? 
With us to provide an initial perspective on this is Professor Eric Klopfer. Eric is Professor and Director of the Scheller Teacher Education Program and The Education Arcade at MIT. Eric's research focuses on the development and use of computer games and simulations for building understanding of science, technology, engineering, and mathematics. He is co-author of the book "Adventures in Modeling: The More We Know" and the upcoming [resonance] game as well as author of "Augmented Learning." Eric holds a bachelor of science degree from Cornell University and a Ph.D. in zoology from the University of Wisconsin-Madison.

Eric, we are very delighted to have you with us. Please begin.

It's great to be here, and I normally would put a qualifier on that saying it's great to be there virtually with you. But I think in this case, given the topic, being there virtually with you is actually an asset not a detriment here.

I'm going to be talking today about some of the work that we've been doing in augmented and virtual reality for learning. I'm going to specifically start doing it in the case of all the work we've done in learning games. Not all the work we do in learning games is in virtual and augmented reality, but it provides a context and a framework for the way I often think about using these kinds of technologies.

Then I'm going to talk about mixed reality and sort of the different ways that we might define mixed reality and how different kinds of learning experiences might map onto those different forms of mixed reality. I'm going to do that in the framework of the technology affordances for learning game design...so how do we think about the different affordances that different kinds of mixed realities give us, and how do we map those onto the learning principles that we want to embody within our learning games. Then I'll break that down into augmented reality, where I'll talk briefly about making games but mostly about playing augmented reality games, which we've been doing for years; and then I'll talk about the work we've been doing more recently, in the last couple of years, on virtual reality...specifically with a project we call "CLEVR."

So let me jump right into gaming. Some of you may know work on games and other ones of you may be sort of more novices in the space of games, but many people have misconceptions around the way they think about games. What they think about games is that this is the joy of gaming. The joy of gaming comes from being really excited, throwing your hands in the air. If you watch a room full of kids playing games, they must be doing these kinds of actions as they play those games.
But in fact what we see is that that's not what gaming looks like; gaming looks instead like this. This is from a photo assay that somebody did a number of years ago, Faces of Gamers, where they actually had a camera watching people's faces as they played video games. As you'll see here, these are not the faces that you saw on the previous slide; these are people doing things that are challenging, that are hard. Some people call this idea "pleasant frustration" or, as Seymour Patberg from MIT once called this, the idea being it is "hard fun." 
The idea is that it's not fun in spite of what you're doing being fun but because it's hard. The idea is that you wrestle with some sort of challenging problem; you are frustrated for some time with that problem; but you are invested enough in it where you want to solve the problem and you move along and eventually solve the problem...and that's where the enjoyment comes from. The enjoyment comes from solving those hard problems, those hard challenges.

This is something that spans across the ages here. These are adults here doing this. Here you'll see this is my daughter at one of our big video game conferences here a number of years ago. This is a conference attended by 100,000 people playing video games. She has no idea of who's around her in this context; it's simply her and this problem that she's trying to solve on the screen...so really invested in these ideas of hard fun.

We map that onto mixed reality. If I think about mixed reality, I think about it in two different dimensions. This is sort of Milgram's spectrum of different kinds of realities from reality on one side...it's all real, nothing digital...to virtual reality on the other side where it's entirely digital and nothing real. In the middle, we have the sort of augmented reality, augmented virtual reality, and different kinds of mixes of reality. I think over time we're actually moving around in that spectrum in many different places. We often thought about it previously as sort of discreet points that we might move along in, and now it's a much more continuous space.
If I add to that a second access here, which is spatial scale, and we see things from the tabletop level at one side where you might sort of be looking at augmented virtual reality right in front of you...like in a box...towards the other end of the spectrum, we have things that are a landscape scale where you might be moving across large spaces either on foot or maybe even in a vehicle as you think about those. The different kinds of learning experiences that we create might map onto those spaces in different ways. 
We might have something up here that's mostly reality; it's a landscaped scale. We might have another thing over here that's slightly more digital and slightly smaller in scale. You can sort of think of this as a whole large space that we might want to eventually map out in terms of the kinds of experiences that we have in this space and what are the values of them. I'm going to get back to that graph in a second, but let me tell you about why that matters. 
What we want to do with these technologies is create meaningful learning experiences for the people who are using them. Particularly in this space of virtual reality and augmented reality, we think about two kinds of learning design principles we might rely upon here. One is situated learning, with the idea that the learning that you're doing is authentic, it's contextual, and it's social...so it's situated in some sort of meaningful place. The other is that it's embodied learning...the idea being that it involves your body, it involves the environment, and in many places it involves you interacting with those people and places in real time.

What we do is we think about ways that we have emergence and presence, which is this idea of being there. I could give a whole talk about different definitions of immersion and presence; but for now I'll just say it's the idea that you're there...you're feeling like you're actually in some sort of simulation or some sort of virtual environment. We use that to drive situated learning, to drive embodied learning. So the idea is how can we create immersion and presence so we can create situated learning, created embodied learnings that are meaningful for the people who are participating in those. This is one of the examples here that I'll talk about in both virtual reality and augmented reality. 

Getting back to this graph here, what I'm going to do is I'm going to start off in this quadrant up here where it's what we call "lightly" augmented reality. The idea is it's situations which are lightly digital and they're at large scales, at landscape scales...and this work we've been doing for many years.

Later on I'll jump down here...getting much smaller in scale and much more digital in terms of the ways that we think about augmenting the environment and to our virtual reality simulations. I'll talk about that in the second part of the talk today.

Okay, so AR and VR...what are they and why do they matter, or how do we differentiate them?

I sort of gave you the more technical definition looking at spatial scale, looking at different kinds of augmented and virtual reality. Here are some quotes that I think provide some sort of context for how we think about this. 
"Virtual reality can take you anywhere; augmented reality can bring anything to you." This was by the Clay Bavor who is at Google doing work on AR and VR. 
I actually think of it like this. I think virtual reality helps you experience new worlds, and augmented reality helps you experience this world in new ways. So certainly in both these cases one can imagine using virtual reality and augmented reality in different kinds of ways. The implication here, I think, is when used effectively, this is the way we think about using those kinds of environments.
Starting over here, I'm going to jump into the space here of lightly augmented reality in learning. A number of years ago, I worked with my colleague Kurt Squire, who is now at UC Irvine, and this is early on in the days...so this was around circa 2000. So if you think about mobile devices, we heard previously from the Horizon Report that iPhones didn't exist yet, and this augmented reality was being talked about for the first time. This was even before that Horizon Report, so this was very early in the days of mobile devices. But I think the ways that we thought about those devices were very much aligned with the way we see them being used today.

So the first thing that we thought about was that they were portable...that you can bring them around with you. They provided for social interactivity, and they could interact with other people face-to-face. They were contact sensitive, so they knew where they were. At the time, it was about mostly using GPS; now we have many other sensors that are involved in this. They were connective, so they were connected to the Internet and to other machines. And they provided some sense of individuality so that you had it in your hand; it was somehow meaningful and representative of who you were.

In this space, we do research that helps us understand how we craft those powerful experiences in real places...so thinking about how we do this in a real context; how we use those to foster deep learning; and we ultimately try to author those types of games. Our goal is to sort of create the kinds of tools and experiences that are not bottled up in the hands of experts, but something that can be distributed to many people.

As I mentioned, I've been doing this for quite a while. This is a game that we did around 2001, a game called Environmental Detectives, which both Kurt and I wrote a lot about. It was a game played on our campus here by MIT students. The idea is that they were briefed about some outbreak of local health problems probably related to something in the environment. They were tasked with this...you can see a screenshot here of what it looked like on their machines...and they needed to go investigate this phenomenon and determine what happened.

They could do things like interview virtual characteristics; and, more importantly, they could take virtual samples from the environment. They could sample different kinds of chemicals from the environment that were sort of geo spatially tagged and then ultimately try to come up with some sort of conclusion. The result was that for many of those students here at MIT, what they came up with were these interesting socio-scientific solutions to the problems. They were things that accounted for in not just the science that they knew behind this but also thinking about sort of the cultural context in which the problem was situated.

They thought about what would people who were rowing on the river or driving by in their cars or dropping people off on campus think about different kinds of ways we were dealing with this problem...which was a really interesting way to think about the solution. It was not something that was just a scientific solution but something that had all this context from the real environment that they were participating in.

For other people, it really just became a matter of collecting dots. Some people sort of added this real rich context around it; other people it was just like...I'm going to go collect all these things that I see on my screen, and then I'll be done with this experience. And it's a really different way of thinking about it. In fact, what we found was that people who didn't know that much about the environment to start with...weren't familiar with the surroundings that they were in...wound up just collecting dots. People who knew the area, were invested in the area, thought about the area in a much more interesting way and thought about that area that was around them and brought that into their solutions.
Our design challenge became how do we make that experience more meaningful to people...even when they're sort of dropping into those different places?

We'll jump ahead now maybe 15 years or so. This is our latest platform. It's called TaleBlazer. It's a free online platform for people making location-based games, where you can offer the game online; and then you deploy it to a handheld computer...either IOS or Android; and you play the games in real space. We've used this to make games and help other people make games around topics like climate change, endangered species. We've done things at historical sites. We've done games on public health with public health students. We continue to do work in the space of environmental science, and we do this at schools/universities. We've done a lot of work at gardens, zoos, and museums...so real places that have some sort of context already existing there.
For those places, it's really important to make people really invested quickly in that space because it's something they don't come to very often. So it's a matter of thinking about what are the design principles that allow us to do that.
Some of the research outcomes...I'll make a long story short here in this case. One of the things we try to do is create interesting decisions. So this idea that some people just go and collect the dots extends what we make as we make people make decisions in the field. So rather than sort of collecting all the information and coming back and analyzing it, when you're out in real time you might need to make a decision:

Do I spend resources on A or B? 
Do I go take a virtual sample at this location, or do I go take it at this other location because I only have the resources to do it one place?

So we sort of force people to make decisions in the field as they're going through this experience. 
We want to leverage the surroundings, so we build into the game a lot of stuff that's going on around them. I'll give a counterexample to a way we didn't do this very well early on. We were doing a game at a zoo, and I was watching some kids play games. They were right in front of a lion cage; and they were looking at their machines, and they were watching a video that was supposed to be telling them about something in the environment. The lion was maybe about 10 feet away from them and roaring really loud. They looked up at the lion as if to say, "Can you keep it down...I'm trying to play this game." We realized at that point that we weren't leveraging the environment in the right ways to sort of create those experiences that we wanted to give them; instead, we needed to much more deeply integrate them.

We want to provide individual agency so people have the choices that they make in these environments and they feel like what they do actually matters to the way that they have the experience. 
Finally, we want to foster social interaction. Sometimes that's through multiplayer interactions; that's where you have to trade something with somebody or exchange some information. But it can also be sort of just prompt because you're playing this game often when other people are to be able to sort of interact with them and exchange information in real time, even if it's just face-to-face...which if the game sort of has those prompts and pauses, it allows for that kind of interaction.

So that's existing there in that upper left-hand space that I was talking about originally. Now I'm going to jump over here to the lower right-hand space. So we're going to much more virtual stuff, much more small in scale. It's somewhere between room and tabletop scale that we're talking about these experiences.
Some of this work that we've done in virtual reality was inspired by these comments. This was a school that was doing some work a few years ago, and they were thinking about their virtual reality experiences; and this was their first take on it. The idea was they said instead of playing video games, students will enter a fully immersive and scientifically accurate virtual reality chemistry lab. 
Does adding salt affect the boiling point of water?

The student would reach out with hand controllers, take a graduated cylinder, fill it with water, measure out the salt...okay, I won't read the whole thing here. You get the idea that they're really just recreating an actual lab...a relatively simple, safe, inexpensive lab in virtual reality. Instead, I sort of focus on that part that they're missing at the top there. Instead of playing video games, in fact what they should be doing is – I say instead of doing those virtual labs that can easily be done in real life, we should be having them do things that they can't. They should be embedded in situations that are much more playful, much more explorative...things that you can't necessarily recreate in real life. That's what we try to create in these virtual reality experiences.

So that's what we try to do. We try to use the digital technologies to be able to create situated learning and embodied learning in a different way. I talked about some of the situations in the augmented reality where a lot of that context comes from the real world around them; in this case, it's being provided solely by the digital experience.

So just like I thought about some of the stuff in mobile devices...we thought about those affordances...we think about them again here for virtual reality. They include things like immersion, sort of making the person feel like they're really there; perspective, the idea that you're being able to see something from the perspective that you wouldn't normally see; interaction, you sort of interact with other things within that space; sensation, you feel it. If you're standing at the edge of a building in virtual reality and you look down, you can't help but sort of feel that feeling in your stomach. And finally, spatial representation...so we can see things in 3D that we can't normally see through flat screens.

Again, we try to think about, okay, so those are the media affordances; how do we help those to create design principles from those? So we think about things like that might be a great way to explore 3D structure of molecules and proteins, and we see work like that already going on. It's great for collaboration and communication.

This is an interesting game called "Keep Talking and Nobody Explodes," where there are two players playing or two groups of players. One person is actually in virtual reality...can try to diffuse a bomb; and the other people are the people who are trying to give the person instructions. So they have to be able to communicate even though they don't see the same things.

It can be about taking a system's perspective...so seeing things that are much larger or more intricately connected than you can see in real life. 
And finally, this context of scale...oftentimes we have trouble seeing or understanding things that happened at really large spatial scales, really large temporal scales, or really small temporal or spatial scales that we think are interesting spaces to be explored in virtual reality.

That last one is the one that we're currently exploring in size and scale in science, which has lots of places...both time and space, large and small...and more specifically focusing on this idea of cells.

The project is called "Collaborative Learning Experiences in Virtual Reality" or CLEVR. Our first pilot space is in cellular biology. I'm going to talk briefly about sort of both the product that we're building as well as the process that we're using to develop it.

One of the challenges that we have in trying to communicate things about biology to students is about the way we represent cells. Oftentimes we sort of see cells as this sort of sparsely populated 2D representation on a flat page, but in fact organelles exist at different spatial scales themselves within the cell. They are much more densely packed than we often see in textbooks, and it's really hard for students to really get a sense of all the different kinds of operations that are going on within the scale when they don't really have that sense of how things fit together.

So that's what we're trying to do with this, and we're trying to do it in a way that's authentic so that what we're giving the students to do in these spaces are things that are interactive. So it's not just about observing the cell but actually trying to change the cell, and they're trying to change it in a way that's consistent with the way that scientists actually manipulate cells. So we're giving them ways to dye things and different ways to visualize them to actually manipulate them in ways that are parallel to the way that scientists actually do these things. And continually play testing this...so this isn't the idea that we're building this and throwing this over the wall, but constantly testing with both students and teachers.

There are two roles within CLEVR. There's something called the "explorer"...that's the person who can see the cell as if it was their virtual perspective, so doing it in virtual reality. They can have certain functions in the ways that they can manipulate the cell. 
Then parallel to that, there's someone who is the navigator. This is the person on a tablet who's able to see different parts of the cell, see the cell in a different way; and the idea is they need to work together to fix the cell. So this is a case where the cell is broken and they're trying to diagnose it and fix the cell...the idea being that with the navigator, there are advantages to seeing these both in the virtual reality where they get one perspective on this; but it's also useful to see this from sort of a zoomed out view on a flat screen. Both of them are useful, and it's interesting to see ways we can get people to work together around those.
Just a brief comment. We've been doing pilot work on this already. We're doing quite a bit of work in schools this spring...bringing this to classrooms. Some of the comments early on are:

"This is different from normal depictions of how we see cells."

"I didn't realize how crowded it was." 
"It's not even a 3D animation or a video.

"Allows you to see a cell this way."

So it's a different experience of the ways that you get to navigate this thing than you normally would. 

I just have one more slide, and I know I have a couple more minutes. I'm seeing the comments here on the side about nausea...how we limit nausea. I'll make a couple of comments on that. One is we actually provide different ways of navigation within the cell, neither of which is continuous. So we never have people just walking; that's something you do within the cell. 
We have two perspectives. One is...we call it the "holodeck," where you're sort of fixed in space and you move the cell around you. So you're on some sort of deck, and you can sort of move the cell around you to see different parts of it. The other is that there's a teleportation thing, where you can point to a particular place and then you teleport to that place.

So as people are saying here, it is a much more limiting movement; but you still get to explore the cell. You still get to turn the cell, but you're not having that sense of continuous movement.

The other thing that's relevant is the fact that we also have this navigator role. In some cases, we have people who just don't want to go into the virtual reality, and they only will play the navigator role; and that's one of the things we've thought about with the collaboration there.

The last thing I'll say is we're also designing this with a lot of experts. Again, we just wanted to do this in a way that it represents cells as they really are. It isn't just that we're pulling things from textbooks; but we're trying to think about...we ask a scientist, "What does it feel like to walk through a cell? What are some of the ways you see scientists manipulating cells in the next few years?" So we're trying to build some of those really authentic and interesting things that we think are not available in other media in this domain and certainly in this time.

With that, I will say thank you. I'm happy to, in this case, probably answer any questions offline. I think we'll probably just turn it over pretty quickly to the next speaker; but my contact information is up there, and I'm happy to answer questions via e-mail or on Twitter.
Eric, thank you so much for an engaging and a great way to get started for our Focus Session here, which is an overview not only of the space but also of the work you're doing.

Unfortunately, we do need to scoot along to our next session; so we're going to need to forego Q&A, I'm afraid.

Eric, if you could stick around in the Chat space for just a little bit to answer any questions, that would be great.

Sure thing.

We're going to reshuffle the room to prepare for our next presenter, and then I'll turn it over to Eden.
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