Educause Boulder When Reality Meets the Classroom


Our next presenter pair are Julie Johnston and Michael Boyles, joining us today from Indiana University. Julie is the Director of Learning Spaces for Indiana University, and in her position she manages four entities of the UITS Learning Technologies. She is also responsible for the design of learning spaces for the campus, specifically active learning classrooms, informal learning spaces, and student technology center spaces.
Michael is the Manager of the Advanced Visualization Lab, which is a unit of the Pervasive Technology Institute at Indiana University and has 19 years of professional experience and has led the creation of dozens of novel, interactive applications and more than 25 advanced displays while lowering the barriers to entry surrounding visualization.
Julie and Michael, it’s truly a pleasure to have you with us here today to talk about when reality meets the classroom. Please begin.

Well hi there. Well thanks for having us. I want to just make a note that actually Michael couldn’t be here today, and we have our new Manager that’s coming onboard here shortly. And his name is Chauncey Frend, and I think you’ll really enjoy hearing from him.
So thank you for having us. We’re really excited to tell you a little bit more about how these types of technologies can scale. We – we definitely – hold on just – we’re going to move on here. We definitely feel that the – the time is now to really think about how virtual reality and augmented reality can enhance all of the types of classrooms that we are designing.

Before we get started with our specific examples of how we have incorporated virtual reality into a variety of settings, I’m going to give you a little background on how this all happened.

And so, as I mentioned, my role at Indiana University is predominantly building active learning classrooms. And part of our initiative has been this entity of designing all types of active learning spaces. We named it Mosaic Initiative based on the fact that we feel like learning spaces need to be a rich variety, and we’re meeting a lot of different instructional needs because of that.

So, we’re going to take you through, and as you can see here, we started designing all types of spaces. So interactive computer labs, mobile furniture, lecture halls that look and feel different and encourage active learning. We launched into video walls in the classrooms for engaging content. We experimented with coffeehouse feel, look and feel, like a Starbucks, and we embarked on interactive touch video walls. So we’re – we’re really bold in experimentation. Not everything always works just like we think it does, and we learn from that. And so, being bold means trying virtual reality in classrooms also, and we’ll talk about that here in just a minute.

So, we’ll take you through – the fact that our initiative is – is so well known that you can see it on our campus in many ways, shapes, and forms, including buses, but I love this image because it talks about the right person on the bus, and people on the bus, to make an initiative happen. And so at one point we launched this with learning space design teams, a lot of faculty, administration. And this particular presentation is incorporating yet another expertise into the Mosaic Initiative that can enhance what we’re doing and bring it to a new level.

So as I mentioned, this was our first really large-scale classroom, and it’s one of our staple classrooms that still work to this day. Everything is wired. There wasn’t a whole lot of wireless collaboration or advanced technologies. But at the time it was just one of these classrooms that still work. And that was our first attempt at active learning.

We moved on and – and built more classrooms like this. So we became comfortable with designing spaces that were unique and leveraged innovative technologies and that just worked for faculty. And so we would really gather faculty input and work with them on the spaces.
So, gathering faculty input, as you well know, means incorporating the tools that – that they are asking for, including virtual reality.

We moved on to interactive touch video walls, interactive media school rooms where the interactive touch is used for a newsroom-type of feel, look and feel. We have lots of cameras. And whiteboarding. And so active learning with all of the components that you might think. 
So we were ready for kind of what is the next generation of active learning and classrooms and technology. 
So as you can see here, we – I mentioned that we were doing a lot of interactive video walls and ways to engage content. And so was our advanced visualization lab. And so, as you can see on the left, our advanced visualization lab were designing spaces. And they were designing very engaging technologies and high-end visualization labs, etc., etc. And so we realized that we really needed to collaborate. And thus the partnership was formed. This was just a win-win for all of us where our skillset in design of classrooms and the type of technologies for collaboration enhanced their skillset for these advanced virtualization labs and VR/AR and all of the components of that that they had been doing for over 20 years.

So, I’m going to turn it over to Chauncey to kind of tell you a little bit about his space and – and the kinds of things that they’re doing, and hear a little bit about what they do here at the Indiana University campus.

All right. Thanks, Julie.
So, as you can see here, our lab, the Advanced Visualization Lab or we like to call it the AVL, has been around for about 20 years. It will be 21 this fall. And we started back in ’97 only supporting researchers at IU specifically with what we called flagship facilities. So these would be large visualization facilities like if you’ve ever heard of a virtual reality CAVE, which is a large multi-hundred-thousand-dollar installation that had 3D projectors. And folks would come to us, we would help them as consultants, and then they would build their – their research visualization and conduct their studies.

And that’s essentially how our lab has grown is we’ve continued our consulting efforts, but we’ve moved on from our facilities being centralized to more in a distributed fashion as more commodity-based systems have come out. And we – we have some very clever staff who do – assist in integrations that bring virtual reality out into the School of Medicine or into, say, the School of Fine Art.
And so around 2010, we started doing a lot of these custom integrations including touch tables and virtual reality systems. I think included 3D TVs. And then moving forward now it would be inexpensive commodity-based virtual reality and augmented reality headsets and all of the interests involved. That’s – that’s sort of what we’re focused on now is making workflows and systems available, and continuing to support researchers, but this partnership with Julie’s group in learning tech is essentially very nice because we can kind of spread the love and reach other folks at the university other than just hard researchers. So, we’ll go on to the next slide.

Right. So the balance of this strategy was to really go for a lot of just what we were getting feedback on. So initially it was virtual reality, as I mentioned. And then, as you can see here, we’ve designed and constructed many different versions of these titled panels. There’s a touch panel here called the IT Tilt. The system actually rotated up 90 degrees and could lift and become a touch wall. And it was on wheels so it could be moved around a building on campus. Touch screens that we could use in command and control of facilities for other staff members that had operational needs.

So, really, essentially, when we approach a new user, the important parts for us is that they have basically 24/7 access to our laboratory itself. That would be like our more centralized facilities that we kind of keep nearby our offices. And then that they have essentially an intuitive experience with the – with the technology that’s available, and then that the technologies themselves have all the tools they need. And then we’re focused heavily with these facilities on making sure that the space is welcoming, and large, and designed properly. And I think Julie’s group does a really great job of that.
So now we’re talking about reality labs. So this is essentially what comes about from our partnership. So the reality lab initiative itself is the idea of our laboratory focusing on the tech, the content, and then Julie’s group working – focusing on the spaces themselves. 
And really what you have here is a – sort of a cross-pollination of really sophisticated tech that’s set up and ready to go in terms of VR headsets, an entire classroom that’s motion tracked so that all students could get up and interact with one another in a multi-user experience, or they could have individual user experiences. And the reason we’re doing this is, like, again, these headsets now, like the HTC5 or the Oculus Rift, they’re – they’re relatively inexpensive and can be installed in a gaming PC. And these gaming PCs are also relatively inexpensive compared to workstation machines.

There’s also a vast library of VR software. I remember a time as an enthusiast in VR when I could count on basically two hands all the best of the VR apps out there. I cannot – I can no longer keep up with what people are telling me what’s coming out. There are a lot of exciting VR apps that come out it seems like every day.

So what are the reality labs? There’s – specifically there’s a compute station, an advanced monitor, a VR headset is attached. And a prescription for the software involved. This involves Windows software, the (inaudible) software that comes – that works on the VR headset. And then these are set up to be like any other workstation on campus, so students just log in, and it works.

So I’m going to give you an example of how we got started. And it’s actually – it’s quite an easy experience to get started with VR in the couple of models that we’ll explain to you today.
This particular space was already being designed. It is a collaborative computer lab with collaboration areas also in the space. It was for the School of Art and Design. They were opening up an entire renovation of a historic building.
And this partnership was formed, and they came to us and said, we would just like to have the ability for the instructor to model content in a space. And so it just made sense to get started here in the School of Art and Design.

And it was a simple tracking install, and the ability to add to the instructor station the VR ready machine in lieu of just our typical desktop machine. And then devise headgear.

But, of course, there’s planning behind the scenes. We – my team also does the software build for the campus, and so a new build had to be contrived for this (inaudible) software and this VR ready machine. 
But that’s the example of how we got started just from an instructor standpoint.

And then we also did a multiple user install, so that was our second install, which is a collaboration with the Media school. And so they have just started a really vibrant gaming program, and so this is their lab for gaming design and the experience as students get to experience it immediately as they are designing their applications. 
I’m going to turn it over to Chauncey to talk a little bit more about what our environment looks like as far as our selections and what we did to get started on the software building environment.

So the reality stations themselves within the reality labs all have, of course, the same builds on them. And what’s available, our approach was, in terms of the software tools, you know, a typical workstation that a student might expect to find with Office suite tools, but on the Windows software side we went media heavy, meaning like if you’re in, say, a degree program that does maybe media arts and science design, you’re going to require tools that use 3D modeling, real time computer graphics, programming. And that’s where we come in here with the Unity and Unreal engine, and the Adobe-created suite. Those softwares coexist and work together quite well, and we find that students coming from all different backgrounds, even from engineering, sometimes we will make available some engineering software, some special cases, can go between their 3D design tools, or 2D design tools, just in sort of a creative or work-focused endeavor, and then go right into VR on their own. Sometimes directly from that package, or maybe they have to bump over to Unity or Unreal to make that happen.
And then, like I was mentioning earlier, I cannot keep up now with how many amazing VR applications that are coming out that are not just videogames. Some of them are. Some of them do like to support that as well, students do like to have club meetings in the reality labs and actually run games together. But then, of course, there are, on the right here, just scheme games that focus on art, museum app simulations. Sometimes we have apps that – where they have reconstructed historical environments and events, and folks can come an explore. And we try to make sure that this gets updated fairly reactively to the – the interests that are coming out. I hear a lot of times from the students that utilize the lab, have you seen X app, you know, this app that I’ve heard about, and I’d like to try that. And if it’s, you know, relatively inexpensive, like a few dollars, we’ll make sure that we get that into the lab so the students can try that out.

So in terms of how we support up the – the support of the reality labs themselves, Julie’s group in learning technologies, they focus mainly on maintenance and what we call Tier One Support, making sure the stations are running, routine checkups, answering questions, things like that. And then as folks become more rich users, they can come to Research Technologies and talk to us in the AVL. And we, of course, assist with making sure everything is calibrated and the technology is operating properly from a more direct view.
So the reality labs are located in a lot of different locations on campus. There are even more that are not on this list here. But these are the current installations and the number of stations. We have eight campuses across the state of Indiana, and we’re thankful to be touching almost all of them now with reality labs.

So the way we view looking at a reality lab in terms of applications, folks will come to the lab a lot of times and just try out VR, so that’s kind of our first-use case here, which is just using systems that exist. An example of this would be like Google Earth VR. Viewing data where you can go around anywhere on the earth and – in virtual reality – and kind of fly around the earth.
And then, of course, there are applications where people want to bring their own data and take a look at it. There are many creative apps now, like Google Tilt Brush, which is a painting app where people can load up a drawing they’ve been working on on a previous day and continue working on it. I mean a drawing in their spatial environment, in virtual reality around them, up above them. They can scale themselves up and down and paint from the size of a mouse to the size of an elephant. It’s an exciting app.

And then, of course, people build their own apps from the ground up with programming and more sophisticated workflows, and they can come to (inaudible) and talk to us about that.
So, here we have Professor Jon Racek, who teaches interior design and furniture design, and they use a package called (inaudible). And his students will spend most of their time at a workstation using (inaudible), and then when they’re ready, towards the end of their production process, they actually can bump over with using a tool called Prospect, and jump into a VR headset and look at their – look at their design right from (inaudible) through Prospect (inaudible). So this has been really advantageous, and Jon’s students are loving this because they can go between a workstation and a VR headset, back and forth, and do an iteration design process in one day and get – make a lot of progress.
Here we have Margaret Dolinsky from the School of Fine Art. Her students have been working with creating content VR since the late 1990s. And Margaret is – has taught students from our CAVE installation in 1997 all the way until now with the reality labs. In our School of Fine Art they have a reality lab, and these students work on this on a daily basis where they are in 3D modeling packages, building these, as you can see, surrealistic environments. Building in the programming for interaction and then actually having a gallery showcase where folks can come look on a very large tiled wall, the virtual environment as well as wearing the headsets.

So this is a project that has gained a lot of traction in the news media recently. This is a digital preservation project where a School of Informatics team of students and faculty work with the AVL and our reality labs to build a reconstructed version of the Bethel Heritage Church. This is a historic African-American church. It’s actually about a hundred yards from where Julie and I are sitting right now here in Indianapolis.
This church was sold to be developed into office space. The interior had a lot of hand-carved woodwork, and it was a really nice-looking traditional church. So to reconstruct this and preserve it for generations prior to the refurbishment, they let LightR (inaudible) inside. The students 3D modeled from the LightR data and reference, and they went ahead and spent the time to take reference photos and texture map everything and do the lighting so that the congregation themselves have a VR headset at their new location and can actually show folks what the church used to look like, and we get a lot of dramatic responses from this – this work.
So, Bill Sherman is a – is a staff member in our laboratory. He’s been doing VR since before I was born. I affectionately say that because Bill has taught me a lot about the tradition of VR as well as the science and engineering of it. Bill teaches a course in Bloomington to teach students where VR has kind of come from, from the perspective of an engineer as well as an artist. So kind of combining the two sides of the brain, if you will – excuse my moniker there. But the point is that these students learn how to use modern-day technology from the perspective of a season VR professional. And this work, of course, overflows into – from his classroom into the reality labs, and his students continue working beyond this class into their other classes utilizing VR as a tool for visualization and of building out experiences.
And then, of course, in the virtual reality – or, I’m sorry, in the reality labs themselves, just a few key apps that we have here. So specifically targeting anatomy we have The Body VR. This is a really interesting experience where you get to journey through – kind of like a Magic School Bus journey through a human body. Learn about anatomy. Learn about circulation, the nervous system.
The Apollo 11 experience is a nice historic VR experience where you literally go from some of Kennedy’s speeches in the 1960s living room into actually riding on the Apollo mission. It’s a – probably just about a 30-minute experience. And then this company also built a Titanic VR experience now where you can explore the wreck of the Titanic.

And then, of course, I mentioned Google Earth VR earlier. I love this application. I could probably get lost in it for days if I didn’t have other things to do. It allows you to stream in data that you would see on your desktop normally with Google Earth, but you’re in virtual reality so you can view the world from any perspective, whether you’re on the down-on-the-street view or up above. And just essentially explore places you’ve been, places you’re going.

And then Titans of Space is an application where you explore the solar system. This is an exaggeration of the solar system, but it gives you lots and lots of data to look at in terms of our planet and the comparison between our sun and other stars.

So the future of the reality labs is bright. XR technology in general gets asked about a lot. And we are hoping that there will be a lot of new headsets and new computing systems that come through the reality labs in the future. We’ll just continue the initiative as the interest grows.

And we’re – we’re almost out of time, but we are expanding our reality. I know I see some questions here about scale. And we – the ways that we’re expanding are kind of strategic in the sense of we – we’re opening up something called the Idea Garden, and that is going to have some heavy use of virtual reality for exploration for students to come in and experiment and just get their hands on the technology. And a place to incorporate some new headgear as it comes out and explore.

We – we also – we have a question here that I think Chauncey wanted to answer, so let’s go ahead and get that question answered.
So I’m seeing here in the Chat a few questions. So they mentioned where are these key apps. So STEAM (sp) is our primary source right now because we’ve figured out the administration of that. We will, from time to time, put on key apps that are produced at IU in a folder that’s public on the machine so people can access apps that are created here. We can make available a spreadsheet of the apps that we chose now. I think there’s about 30.

Which slam devices from (inaudible) we’re actually into right now, the Windows Mixed Reality Samsung Odyssey. That’s a high-quality headset that seems to work with current reality labs software.

And can we provide that?

Yeah, we can definitely provide that spreadsheet.

I think – let’s see, am I missing any questions here?

So in terms – 

Julie (inaudible) – we’re at time, but I would invite you to continue to answer questions in the Chat room if you could. We did pull a couple of slides, and our presenter knows to help you find those.

Really interesting – really interesting to hear about the IU strategy for design features and creating curricular integrated immersive technologies for students. Just kudos to you and your team for doing this. It’s just an amazing work.

And thank you so much for joining us today.

All right, thank you.

Thank you so much. Thanks for having us.

Sure.

Okay, we’ll just take a few minutes to transition to the next session, so please bear with us, and we’ll be right back.
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