Educause Boulder Learning With 3D and Immersive Technologies at Duke


Okay, I think Eden is still having some technical difficulties and she’s calling back in. I’m going to step in here. And we’re going to go into our first session of the program. We’re delighted to welcome Elizabeth Evans or Libby Evans. Libby is an old friend of mine going back many years as a colleague. At Duke she’s the manager of the Duke Digital Initiative. This initiative, or DDI, is a collaboration between the central IT group and Duke’s Learning Innovation Center. DDI is charged with exploring new and immersive technologies as they might be used in teaching and learning, including drones, motion tracking, virtual reality, augmented reality, 3D video, 360-degree video, Lightboard, and more. 
Libby, so happy to have you with us. Please begin.

Thank you, Malcolm. And I’m delighted to be here to talk to people about how Duke University has been exploring 3D technologies for the past few years.

First I want to give a little history. In 2004, Duke had an initiative that distributed iPods to all incoming first-year students. The idea was to encourage creative uses of technology in education and campus life. That semester, over 1,600 students each received an iPod. I’m not going to go into detail about that initiative, but if you’re interested and you don’t remember it, because it made mass media big time, but if you don’t remember it and you’d like to read about it, you can just do a search on something like Duke iPod initiative 2004.

More relevant to today’s presentation is that after the iPod initiative, Duke recognized the ongoing importance of supporting creative and innovative uses of new technologies at Duke, especially for undergraduate education. And Duke created an organizational structure and funding to continue doing that. And so the Duke Digital Initiative, or DDI, was born.

As Malcolm said, DDI was and is a collaboration between the central IT organization and what used to be called the Center for Instructional Technology, or CIT. Many of you probably are familiar with their work.

DDI’s mission is to explore new and emerging technologies and how they might be applied to teaching and learning, especially at Duke. So just a side note to say that as of last fall, CIT became Duke Learning Innovation, so that’s how I’ll refer to them in this presentation.

So over the past ten years – over the next ten years, from 2004 after the iPod experiment, from 2004 through 2012, DDI funded explorations of technologies like tablet PCs, flip cameras, iPod touches, voice thread, (inaudible), word press, iPads, and many more. But today’s focus is on 3D technologies, and so put all those that once were new out of your head, and I’ll talk a bit more – in more detail about some of the technologies that we’ve explored in the past four years as well as how the DDI functions.
So, first the function. As you might expect, things have changed over the 14-year life of DDI, and in the interests of time I’m just going to talk about how we function now. As I said, DDI is a collaboration between the central IT group, called OIT at Duke, and Duke’s Learning Innovation, formerly CIT. We have a small administrative team that meets about every two weeks to discuss technologies, what’s on the horizon, what have we read about, what have we heard about, events, funding proposals, etc. That team currently consists of two people from LI, two people from OIT, and me. As needed we pull in other people with specific expertise from LI and/or OIT. That might happen when we’re reviewing a funding proposal, for example. But as is often the case with new and emerging technologies, there is often not – there are often not many people who have expertise in the technology, so we all learn together for this.
Funding for DDI consists of money that was allocated for the specific purpose of supporting DDI explorations. It’s administered through the OIT budget office, and final approval goes through the Chief Information Officer, but funding requests agreed on by the DDI admin team, that small group I just mentioned, have historically been approved.

DDI funding is not tied to the fiscal year. This funding model is very agile, which is really useful when you’re thinking about new and emerging technologies.

So from 2014 to now, we’ve funded projects proposed by faculty, the purchase of equipment by request from staff and our collaborating groups. We’ve paid for groups of faculty and staff to attend a local maker fair. We’ve paid for staff and our two collaborating groups to go through a local escape-the-room game with a follow-on discussion about how that style of game might be used in education. We’ve sponsored open houses for the Duke community to try some of the technologies we’re exploring. And we’ve hosted information tables of events on campus.

Generally our goal is to help the Duke community learn about technologies that we think have potential use for teaching and learning in higher ed but that aren’t widely used at this point.

So what do the past four years look like with regard to 3D technologies?

3D printing, virtual reality, augmented reality, high resolution 3D scanning, and glasses-free 3D TV. Try saying that one five times fast! I can’t do it.
Okay. So we began with 3D printing. Our Engineering School has been using 3D printers for quite a while, of course, but 3D printing was becoming more available and cheaper. In summer 2012, the exhibit floor at the annual SIGGRAPH conference was filled with 3D printers of all sorts. If you’re not familiar with SIGGRAPH, say something in the Chat, and then after I finish I’ll post a link to the conference. Or you can go look for it. It’s a great conference for new and emerging technologies.

So the 3D printers at the SIGGRAPH conference on the exhibit floor were showing that they were lower cost, easier to use, smaller. It was a real indication that 3D printing was moving out of engineering schools and into more of a mass market.

We started talking about 3D printing at Duke. Luckily about that same time, OIT hired a new media person who had an interest in 3D printing and the technical skill to do a deep dive into what it would take to support them. Working with him, DDI bought the first 3D printers outside of Engineering, as best we know. You all know how decentralized campuses can be, so maybe there were one or two lurking somewhere else, but the only ones we knew about were in Engineering.

So we bought one printer. And then we bought another. We learned about clogged extruders. We learned a lot about those. We started demonstrating 3D printers. I had personally bought into a kickstarter campaign for a 3D printing pen called the 3Doodler. We took that to demonstration tables as a simple, and quick, and very mobile way to introduce people to what 3D people is.

The staffer who was doing a deep dive into 3D printing started getting requests from around campus to show off the printing. To explore what could and could not be done. For example, we had a request from a pediatric cardiologist who wanted to explore whether 3D medical imaging data from MRIs and CT scans, etc., could be used to 3D print a replica of a patient’s heart to review before surgery. While meeting with him, in the meeting, we discovered that, in fact, there were conversion utilities to do exactly that.
Fast forward a year-and-a-half or so. Requests for 3D printing information and access increased around campus. The market for affordable printers continued to expand and improve. It was apparent that 3D printing was here to stay.

This is a perfect example of how DDI is set up to work. We explore new technologies. We buy hardware and/or software. We fund projects. We learn. We help the Duke community learn. When we see that a technology can be supported and will be used, it’s operationalized. Ongoing support and funding move out of DDI and into a production group. I’m glad to say that 3D printing at Duke is now a production service with over 60 3D printers available to the entire Duke community, not just the Engineering school. So any faculty, staff, or student at Duke can use the 3D printers.

I’ll also note, I’m sure all of you have already been thinking this, that although it’s very easy to say that a technology is here to stay and needs to be operationalized, it can be hard to figure out how to do that. It’s happened repeatedly over the 14 years DDI has been around, but I don’t want to minimize the work it can take to do that.

Okay. So next on our plate was Virtual Reality or VR. Virtual Reality, as most of you know, if not all of you, replaces the real world with a computer-generated one. It can use high-end devices such as an Oculus Rift or HTC Vive. Or it can use cellphones with a much less expensive VR viewer.
In summer of 2014, the Oculus Rift was on its way to market, and luckily, again, one of our OIT staffers was on the list to get one of the first ones. He was buying it personally, but because of his enthusiasm, and with his manager’s support, he was able to share what he knew with us at work. In fact, our first few demonstrations for the campus consisted of him hauling in his desktop and Oculus Rift from home. He was happy to do it, but I cringed every time worrying that in transit something was going to get damaged.

After two or three of those demos, DDI approved buying a Rift and a laptop with enough power to run it. We wanted to run it on a laptop so it would be easier to take it around campus more easily to let people experience it.

That was in summer 2014. In fall 2014, Google Cardboard came out. DDI bought several Cardboard viewers, including some that we gave away at events trying to spread the experience out. And we used those Google Cardboard devices as a highly mobile way of demonstrating VR.
Also in fall 2014, DDI issued a call for proposals for faculty who had an idea for a project that used a – quote – new and emerging – unquote technology. We listed a series of example technologies, but we also left the door open for others that we hadn’t considered. And those technologies that we suggested were not all 3D. Or immersive. They were just technologies that we thought might have a future in teaching and learning that people might be interested in exploring.

In response to that CFP, we funded a VR project to develop an Oculus Rift experience to depict 3D structures of molecules studied in Chemistry and Biochemistry. That team, a faculty member and a post-doc, had done some work in that area in Duke’s Immersive Virtual Environment, or what we call a DIVE, which is sophisticated, expensive, six-sided physical room. It’s a CAVE, if you’re familiar with that term in VR. It is not mobile by any stretch of the imagination, and so students, when they wanted to use the VR experiences, had to go from the Chemistry building to the building where the DIVE is. 
Our Chemistry folks wanted to bring those experiences closer to the classroom as a way – using the consumer-level VR device, the Oculus Rift that was, again, new at the time.

The Chemistry VR example was created using Unity, a programming platform that is commonly used to create gams and VR experiences, but unfortunately not every faculty member has a post-doc who is capable of programming. So in 2016, we were pleased to fund two VR projects that used 360 video as a way to create content and can be viewed with or without VR devices. 
The first project was in the Law school. They wanted to explore the use of 360 video as part of their program to teach law students how technology is being used and might be used in the practice of law. In case you’re not familiar with 360 video, it’s video that you can look up, you can look around, you can look down, it feels like you are in the scene.

In law, imagine jurors being able to place themselves in a 360 video that’s a crime scene to give better visualization of what took place.

360 video can be viewed on laptops or a computer or phone, but can also be used – viewed using a VR device like a Rift or a cellphone and a VR device.

There are two primary ways of capturing 360 video. One is with multiple cameras mounted on one rig all facing in different directions. Using this technique, once you record it, then you have to have somebody with really good video editing skills fit those videos from the multiple cameras together to make one video. The Law school had a videographer on the project team, and they wanted to use the multiple-camera technique because they felt the quality of the video would be substantially better.

The other way 360 video can be recorded is with one camera that has multiple lenses built in and that doesn’t require any additional editing once it has been recorded. You can edit it to add text or cut out slips, but you don’t have to fit the videos together to create the one video. It’s taken care of for you, and it’s a lot easier and faster.

So the second 360 video VR project DDI funded during this time period was in Asian and Middle Eastern Studies using two of these easier-to-use cameras. A faculty member who teaches Arabic wanted her undergrads to get a taste of what it’s like to be immersed in the culture of the Middle East. She and two students developed a project that sent the cameras with students who were traveling in Lebanon, Jordan, and Morocco over the summer. And as a side note, if you are sending equipment via – through customs into any countries, do some work beforehand. It was not entirely smooth.
So when the students returned from their travels in the Middle East, the two students working on the project here learned to do some simple editing so they could add Arabic vocabulary words to the video. 
In addition to buying the cameras, DDI also bought VR viewing devices for the phones and 20 smartphones. That ensured that each student would have a phone that would fit the VR device. The phones were refurbished android phones that were unlocked with no self-service contract. They only work on a wireless network, but the price was good, and they functioned well for this kind of purpose.

DDI has also funded an Oculus Rift setup in a central campus location that anyone on campus can use for development, although it is not used very often. OIT, independent of its DDI connection, created and manages an HTC Vive installation in one of the student dorms. Last fall OIT funded a second Vive room in our centrally located technology engagement center.

In summary, we’ve been working with VR in various ways over the past three-and-a-half years, and it’s beginning to weave its way into more places on campus.

Augmented reality adds virtual elements to the real world. Like VR, it can use high-end devices like goggles or helmets or it can use a cellphone. DDI’s first foray into augmented reality, or AR, was when we bought Google Glass in 2013. Unfortunately, people mostly just took photos with it.

In 2014, we received a proposal from a faculty member who wanted to buy more – more Google glasses to extend a project she had already been working on. We funded that just when Google announced they were discontinuing Glass. Remember this when I summarize some challenges of working with new and emerging technologies at the end.

So cellphone-based AR uses the camera in the phone combined with an app to add virtual elements to what we see in the real world. If you want to see a really good example of how this can be used, download the Anatomy 4D app from Daqri – D – A – Q – R – I. You print out a black-and-white page or target with the outline of a body on it, load the app, and position the camera over the page to see a 3D image of the internal body and all its systems. There’s a virtual dial in the corner where you can turn various systems in the body on and off, so you can turn off everything except the circulation system, for example. We use that app regularly for demos of AR, and it always impresses people.

Even in cellphone-based AR, there’s a range of complexity. Anatomy 4D is pretty sophisticated. Simpler applications like Layer and HP Reveal, from one of the – from the sponsor of today’s event. They bought out a company called Aurasma, by the way, so HP Reveal used to be called Aurasma.

You can use Layer or HP Reveal to add an AR image to things like a conference poster, or a magazine, that with the right app people can view digital information like photos, videos, links, animations, or a combination of those.

Using a development platform like Vuforia – V – U – F – O – R – I – A – phone-based AR apps that are more sophisticated can be created. One of DDI’s interns used Vuforia to create a pilot app for the National Museum at Duke using actual objects in the museum to turn those into targets so that a user could walk into the museum with the app on the phone, view the object, and then get additional information about the object.

So we started with Google Glass, then found some good examples of phone-based AR. Our next exploration to the high end of AR was the purchase of a Microsoft HoloLens in spring 2016. At first it became part of the set of technologies that we took out to events to show to people. But it is really hard to learn to use in the few minutes that most people spend with those technologies at those kinds of events. We’ve used it more successfully for personalized demonstrations. And also loaned it out to people at Duke who want to use it for a project. So this past academic year, a faculty member in the School of Medicine used it and Unity to create a simulation that can be used in training medical residents about how to communicate with the healthcare team for improved patient care. And it’s currently on loan to two undergrad students who are working on a way to add eye tracking to it. I don’t know how they’re going to do that, but I’m looking forward to hearing.
I’m not going to go into much detail about high res 3D scanning in the interests of time. But last year DDI funded the purchase of a high-resolution 3D scanner for a faculty project. One of the benefits of these really high-resolution scanners is that we are able to see things and objects that were previously unknown. As an example, scanning pottery shards in high resolution can reveal potters’ fingerprints from generations ago. When I first heard that as an example, it just wowed me. It’s incredible. So now, with high-resolution scanning, you can begin to group pots together to see what a potter’s work was like from a long time ago.
The faculty project is over, and the scanner will be redeployed for use by the Duke community, and again will become a production service.

During 2014 and ’15, we explored glasses-free 3D TV. I’m sure you’re all familiar with 3D TV, movies, that require putting on special glasses that let you see in 3D. Glasses-free 3D removes the need for those glasses so that you could see the 3D image straight from the TV. We had thought that the glasses were a barrier to people using 3D TV, and so we thought that glasses-free 3D TV would have no glasses and therefore have no barriers to use. But we spent a fair amount of time and effort trying to give it some traction on campus and it never did, so we’ve dropped it.

Exploring new technologies requires agility. The budgeting process many of us are bound to follow can make agility hard. If, like many, you have to define purchases a year in advance, you may miss the opportunity to buy a new device or software that comes out in the middle of the year.
DDI’s funding is not bound to the fiscal year, and that is very powerful. We can spend less one year and not worry about the next year’s budget being cut. I used to work for a state university, and that was always a worry. The budget is highly flexible.

Our CFP has no deadline for proposals. We want faculty to be able to respond quickly when they have an idea or hear about a technology.

Our small team size makes it easy to make decisions. We sometimes have lively debates, but we usually come to an agreement quickly.

Sometimes we fail. We don’t want to fail, but we’re willing, and we learn something from those failures. After the Law school used multiple cameras for their 360 video project thinking that the quality of the video would be significantly better, they commented that they would have been better off using the consumer-level camera and decreasing the work they had to do to edit the videos. We consider that a success. We know more now than we did before.
With new and emerging technologies comes the risk of the technology changing out from under you. Our first Oculus Rift was purchased with a laptop so it would be more mobile. And then less than a year later, Oculus made a decision that rendered the laptop useless for the next generation of devices. We had to buy a desktop, a small one to make it as portable as possible. And we repurposed the laptop.
Google Glass was talked about widely for quite a while. And as soon as we approved two projects using it, it was discontinued. Alternatives were available and one project chose to switch to a competitor’s product, but it all happened very quickly and caused some angst among the project teams.

There is something new on the VR market just about every single day. The AR market is beginning to move just as quickly. So the technologies are not yet stable. 
In higher ed, we are morally, ethically, and legally obligated to make educational materials available to students of all abilities. I think that’s going to be hard in the near future with some of these new and emerging technologies. Yes, in some cases they will be useful for students of different abilities. But how can we design a VR experience that is immersive and interactive for students who can’t see, or who can’t hear, or who have limited physical mobility, or who get motion sick, or who can’t see in 3D. We need to be sure to keep our eyes on what options emerge for accessibility in 3D technologies.

Where is the educational content for VR and AR going to come from for higher ed? I’m seeing more and more emphasis on 360 video as the way to create VR content. But I really hope we don’t get stuck there.

What can the higher ed community do jointly to increase the likelihood that we will have really good immersive, interactive content for teaching and learning while also paying attention to the accessibility issues?

In conclusion, few days go by that I don’t read or hear about a new technology that I think might be put to good use in education at some point. We need sufficient organizational flexibility on our campuses to explore those technologies early in their lifecycles so that we an imagine what opportunities and challenges they will present should they have staying power for teaching and learning.

And I would be happy to answer any questions or comments – or respond to any comments that you might have.

And I apologize. I was not – I don’t multitask with the Chat window very well. So I will go in – after I finish, I’ll go in and respond to some of the comments that we don’t answer at this point.

Well, thank you very much, Elizabeth. We have curated some questions for you over in the Presenter Notes question. And the first one comes from MSU Libraries and it’s about the cameras, talking about what cameras you use. And I think this question came up during your explanation of the – the Middle East studies, the AR project.
So the 360 camera market is also changing very rapidly. We started out buying a RICOH THETA S, which is an HD camera, fairly low end, but we bought it when it was new. And that we used for a while. Our video experts were not entirely happy with the quality of the video, but it worked fine. It’s easy to use.

The second camera we bought was a Nikon 360 KeyMisson. The video is much better, but it’s a lot harder to use. That’s the camera that the students took to the Middle East. And they had training by video people here on campus, and by one of the instructional technologists in learning innovation before they went. So the camera itself works well, but the connection to the app and a phone is difficult to use.

The third camera we bought is a Garmin VIRB, I think it is. So that one is being tried out by our video group. And my take from what they’ve said so far is that it is easier to use and the video quality is good. Bur we have morphed in what 360 cameras we’re using.
Fan – fantastic. I think we have time for one more question, and I pulled this from the Chat as well. From University of Miami, Academic Technologies. What was the purpose of the Law 360 VR videos?

So – yeah. So there are two purposes to that. One is that the Law school here at Duke has a great program where they specifically try to introduce their law students to technology and how it might be used in the practice of law. So they both take what technologies are currently being used in Law, and introduce the students to that. But they also try to anticipate what might be used in the future.

The idea behind the 360 video to replicate a crime scene – to simulate a crime scene, they didn’t go out to real crime scenes, was to try to help the students understand how this kind of technology might be used in a courtroom in the future. And that could be, for example, helping – having the jurors going through the VR experience, or looking at 360 video on their laptops or whatever to better visualize what the crime scene was. What was the motion of the suspect and the victim in a crime scene? Where was the weapon actually lying? Just to be able to visualize it better.
It’s really fascinating. You guys are doing some amazing things at the – at the DDI lab. I’d love to come and visit you and check it out in person, and I’m sure I speak for many other people in the session here.

There are some unanswered questions, so please peruse this Chat if you will, Libby.

I will.

Thank you so much for sharing.

Thank you.

And I’ll pass it over to Malcolm to introduce our next speaker.
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