Educause Boulder Extended Realities in Higher Education Findings from HP’s Campus of the Future Applied Research Program


Speakers from HP here today to contribute their experiences and insights about extended reality.
Gus Schmedlen is the VP of Worldwide Education. He is joined by two colleagues from HP Immersive Experiences Lab. Alex Thayer, who is the Chief Experience Architect, and Tico Ballagas, Senior Research Manager.

We’re really looking forward to hearing about your findings from HP’s Campus of the Future Applied Research Program. Please begin when you’re ready.

Thanks very much. It was great to hear from Libby (sp) and from Claudia earlier. Really amazing things being done, not just at the University of British Columbia and Duke, but all over the place. I think one of the biggest indicators that this is something real and it’s an innovation that will absolutely confuse the (inaudible) education was in London. I watched Eric Klopfer, who was Tuesday’s keynote speaker, speak to about maybe 2,000 people in London about the future of learning in VR and AR. And literally he had to run away – it was like the Beatles, people were literally grabbing him and saying, hey, I need to talk to you. So I really think we are at an inflection point. And whether you’re a beekeeper, or a bridge builder, a forester, somebody in business school, VR, AR and 3D print will somehow affect your life in a positive way we believe.
So, there are going to be two sections to this. First, I’ll sort of give you our world view on XR and education, specifically higher education. I’ll describe our research efforts, our applied research efforts, at about 20, 25 schools all over the world. And then I’m going to turn it over to the real people, these are the scientists that work at HP Labs, Alex and Tico.

So without further ado, we’ll get going.

So, I want to apologize that the font – our corporate font didn’t translate, so some of the – some of the words and design of the slides may not be exactly perfect, but we’ll – we’ll press on.

So, one of our collaborators is Chris Dede up at the Harvard Graduate School of Education. People know him famously for researching virtual worlds and now virtual reality. And we did a roundtable session at Milton Academy that included Chris, included Eric, that included Karen Cator from Digital Promise. You can see that online here in about a month. But what he said was really important, which is part of what VR is powerful for is perspective, and Christ believes that a change in perspective is worth EDIQ points. 
And I really do think this profound. And this really does indicate that whether you’re a graduate student in mechanical engineering or someone who is in middle school, these immersive technologies will definitely have an impact on how you learn and, you know, what that content is.

Overall we see really four issues in higher education that are, you know, there are obviously many more than that, but we see four as the most pressing. One is student success. So graduation, engagement, and employability, even for those jobs that haven’t been created yet.
Academic reputation. It’s very, very important to attract students, faculty, grants, and funding. It also drives for, you know, which students select which schools to go to.

Operational efficiency. Even the most wealthy schools, the ones with the, you know, $20-plus billion endowments care about total cost of ownership and operational efficiency, especially when it comes to time and resources and their allocation.

And then finally managing risk.

We’re not going to talk about all of these today, but I will tell you that our belief is that XR does have implications on academic reputation, on operational efficiency, and we believe that it definitely touches student success as well. And we’ll get into that in a second.

It’s funny – it seems like (inaudible) here to quote EDUCAUSE in an EDUCAUSE webinar, but out of all the top ten things – and this is the 2017 version, I think there is a new version that has come out – but we see two places where HP will play the most major role, right. One is in information security, which we won’t talk about today. And the one that we will talk about is the digital transformation of learning, and we would tack on research to that. It’s not only learning – teaching and learning – but it’s also research. 
So what we’ve done in response is created a Campus of the Future, which is our (inaudible) research roadmap, if you will, to figure out what are the technologies, what are the solutions from ingestion with our 3D-structured light scanners, all the way to production with the Multijet Fusion 3D printers that we are creating and putting on campuses all over the world. How are these technologies and solutions going to transform campuses in the future, both in real ways as well as in virtual ways.
So, one of the ways that we are doing this is instead of trying to innovate within the four walls of HP Labs here in Palo Alto is to go and, instead of just look at iterative defined product testing of, you know, what’s going to work, if we make this incrementally faster or better, is this good? And we’ve really shifted that and poured an accelerant on this fire over to a frontier innovation. So what we are really interested in is the frontier innovations. What are the new and novel use cases? What are the academic disciplines most given to AR, VR and 3D print, or XR blending the mixed reality, the whole – the whole shebang.

And there is really no better place to do that than the most powerful research structure in the entire world, which is the research institutions in the United States. 
We wanted to make sure that before we fielded a very large qualitative study, that we did a pilot. So in 2017 we did the research pilot with Yale University. And right now in the Chat window, I just put the place where you can find this year one report. We want to give a huge shout out to Randy Rode, over in the CIO’s office there at Yale, as well as to John Eberhart who is the principal investigator for year one. 
The way that we have structured our current research program, it’s based upon our success, or really Yale’s success, that we were able to help enable through our technology. So we didn’t expect for Yale to reinvent taxidermy. We wanted to reinvent learning, but we didn’t realize that by giving new technologies, including 3D scan and 3D print, to the Peabody Museum of Yale, that they would be able to take creating that photo realistic bird model that you see on the right, that’s a Connecticut Sandpiper. It used to take them 100 hours to make a museum-quality piece. That then, it’s that one. But now that takes ten hours. So we were able to significantly reduce the time and resources and increase the quality – or Yale was, rather – for that. And that’s just one of the many really, really cool applications that you can read about.
Oh, my gosh! Randy has joined the Chat room. This is amazing. Thanks, Randy. Your team is awesome. Okay.

And so, you can – there is the report. You can see it in all its glory.

And then what we’ve done is because of the great success at Yale, we’ve decided to expand our Applied Research programs. And you can see there is a great list of institutions that have high variability, right? So, Hamilton College is an incredible place in upstate New York. Syracuse University’s Newhouse School is doing super cool stuff with media and communications and VR. The University of Glasgow is doing really, really cool stuff with VR and anatomy, which is different than what Case Western is doing in holographic anatomy. So it’s really cool to get as many of these various use cases together to show what is the future. And we’re really happy to announce the addition of Wooster Polytechnic, the University of Pennsylvania, and Columbia University who have recently been added to the program.

I’m not going to get into this too much so we can get to the main meat of the conversation here, but we – we do look at VR from the lens of Milgram from the University of Toronto, so back in 1994. And then it’s thanks to Eric, again, for exposing us to this.

Looking at this continua where you have macro (inaudible) environmental, sorry, it’s messed up, all the way to micro environmental, from actual reality, the physical reality we inhabit, to virtual reality and all things in between. So we really look at all those affordances, and anybody that wants to, you know, study a more kind of academic bent, definitely Milgram is one of the – one of the seminal works.
Again, just speaking on the continuum, it’s great to use VR, use these new immersive media, to go into impossible or very dangerous places. It’s your call what you think Walmart is, unlikely impossible or very dangerous. But whether it’s training firemen, or whether it’s, you know, placing someone on Mars there, very, very cool ways to do that. Or inside of an atom.

And a couple of other things. I want to thank Libby for giving a shout out to HP – HP Reveal, which is our augmented reality program. We also have something called HP Link Reader, which – where you can insert these triggers that give augmented reality experiences through your mobile phone.

We have blended with our Sprout Pro G2, HPZ Camera, and, of course, virtual reality, where we see our partners at HTC. We have HP-branded head mounted displays. We work also with the Microsoft hollow lens where we have a kit out at a whole bunch of schools to see, you know, what – what’s better, what’s different, what’s the same, among AR, VR, and a bunch of the other mixed and blended reality interfaces.

We also have ingestion to production. I think this is really important that about two years ago HP acquired a German optics company called David. They create very high-end 3D scanners. They are used at many of our grant institutions. But they capture – they ingest – things. Whether that’s an artifact or whether it’s the pottery example that Libby gave with being able to see the fingerprint on that.

We’re able to remix that, change it, manipulate it, etc., using Z workstations then, of course, fabricate that using, you know, industrial-strength 3D printers.

All right. And finally before I switch it over, you know, we have a work in progress conceptual framework for XR in higher education. Or really two. One is the instructional and research benefits, right? So we have curriculum content research. Whether or not faculty accepts it or not, or whether or not this technology diffuses, this simulates (inaudible) interventions, and then do we have cost savings? Do we have increased research productivity? Or do we have improved learning outcomes?
So that’s one. So one of the research questions we have on our study is what academic areas are most likely to benefit from XR? I think that remains to be seen, and there is so much cool stuff that’s happening right now.

We also know what innovation looks like in higher ed. Does it look like (Inaudible) Rogers? Does it look like the hype cycle? I think this also remains to be seen, and it may look different at different types of institutions. So we’re trying to find out about that.

And then we’re also, in general, trying to increase the secular awareness of 3D technologies and immersive interfaces. There are no better people in the entire world to talk about this than the HP Labs Immersive Experiences Laboratory. So what I’ll do now is I’ll introduce Alex Thayer, PhD, one of the Directors of this lab, to tell you more.

Alex, you might be on mute.
Oh, somehow I went on must there. Try that again!

Hi. I’m Alex Thayer. PhD in Human Centered Design and Engineering from University of Washington. And I’m the Chief Experience Architect for the Immersive Experiences Laboratory, one of four labs at HP. We’re based here in Palo Alto. And today what I want to do is introduce Tico Ballagas, my Peer Manager of the lab. He has a PhD in Computer Science, and he’s going to tell you more about our AR and VR explorations in our lab.

Thanks, Alex. 

So we have a lot of customers coming through HP looking to tour labs and asking us about, you know, what’s – what’s really the future here? Is it going to be AR or is it going to be VR? And our position is, it’s actually going to be both and they -they serve different purposes. I won’t go into it too much in terms of the technological differences, but instead I want to focus on the workflow differences. I think they support two different workflows.

And so, first of all, in terms of VR, one of the things that VR really shines well at is preflight workflows. What I mean by this is VR really enables you to bring the future forward. And so if you’re a designer, or studying architecture, engineering, or construction, you may need to simulate the future and bring that forward so you can get a better idea of what’s going on. Or if you’re a – a customer of a building, you know, planning on making a big investment, it’s useful to use VR to visualize what that building, what that investment might – might create as a result.

Similarly, a lot of training and simulation workflows fall into this preflight workflow category. As a fireman, for example, you might want to simulate a future fire, so that also falls into this preflight workflow category. And this is the area – although you can do preflight workflows in AR, I think VR really shines in these preflight workflows.

Similarly, there’s also in-flight workflows. So in-flight workflows are really all about the here and now. So imagine a factory line where you’re assembling a part, and the immersive experience is assisting you in that process. Similarly, maintenance and repair operations where you’re interfacing with a real-world machine. These in-flight workflows are really where AR shines.

And I think there’s a place for both of those as we think about how immersive computing is going to change the way we work.
And so, for the rest of the talk I’m really going to talk about how we’re thinking about crafting the VR workflow transformation. And Gus talked about our VR backpack solution earlier, which does a really good job of bridging traditional work at the desk. It has a – a docked mode where you can actually work with the backpack at the desk. And then you can undock it and go into the VR studio, and similar to that car example in the preflight workflows, work in the studio with VR.
But at the same time, at HP labs we think that there is a gap in the middle here of working in VR at the desk. And so how might we create that bridge to make it easier to work in VR at the desk to transition between traditional desktop work and VR studio work.

And so, as an example, imagine you’re a designer, you’re designing a new chair for a client, and you build a rough scale model using foamboard. And based on that scale model, you draft the chair design in 3D CAD. And you spend a long time working on the back of the chair, but you’re not sure if it makes sense at scale. And so you’re really struggling with the question, does the chair back feel proportional to the seat? And so I want to introduce our opera-glass solution to this workflow.

And so the opera glass allows you to, without leaving your desk, grab the VR opera glass, and look through the VR view. And the chair is virtually in front of you in full scale, and you realize, nope, I think the chair back is way too wide in real life. And so you’re able to return to the 3D CAD on your desktop and modify the design. So you’re able to quickly switch from 3D CAD to VR without getting up, disturbing your colleagues, or even messing up your hairdo.

So essentially opera glass allows VR to work as a secondary display to support visualization in your traditional design workflows on your desktop.

And so, you know, in summary the opera glass makes VR more approachable. You don’t have to gear up to – to – to realize the benefits of VR. It makes VR more collaborative so you can – it makes VR really easy to pass around, but also to work face to face while you’re using VR. And it makes, most importantly, if there’s something I want you to take away from this, it makes VR more snackable. I can get in, see what I need to see, and then get back out. And so we think, you know, taking a workflow perspective on how do we realize these workflow transformations can help lead to innovative solutions like this opera glass.
And right now we’re ramping up a public pilot for this opera glass, and we’re looking for the right partners to – to show the benefits of how opera glass can impact workflows. And so if any of you guys are interested or have ideas on how opera glass might help you, please contact us, and we can – we can make you a part of our public pilot.

I realize I’m probably going to get a lot of spam after putting my email up four different places during this, but I think – in summary, before I give a quick commercial on OpenStax, our favorite dot org that’s housed at a R1 university in the United States, there are plenty to choose from but OpenStax is our favorite, before I do that, I just want to say thanks to the EDUCAUSE community, and in particular Jeff Pomeranz, who has been leading qualitative inquiry at a bunch of the sites that we have done. HP wants to keep an arm’s-length distance to anything that is produced to reduce any kind of vendor bias. And that’s why we are partnered with the EDUCAUSE Learning Initiative, ELI, to study and really validate some of the results that are actually happening.
So I know that there’s an upcoming report that you’ve probably already heard about from Malcolm, but we just absolutely are honored to work with Malcolm, and Chris, and Jeff, and the rest of the team at EDUCAUSE. So thanks.

And then one word about OpenStax. OpenStax provides open education resources that are peer reviewed and extremely high quality. You can find more at opensex.org. And, again, we want to support our friends and colleagues down at Rice University located in Houston. So more to come on that relationship in the future.

But I want to say thanks so much. If you need more information, visit us on the web at hp.com/hied.

Thanks very much. Malcolm, back to you.

(Inaudible)
(Inaudible) actually.

(Inaudible) do my best Malcolm impression.
You actually finished a little early, and Alex did a great job of answering most of the questions in the Chat. Do we have any – any new questions? Oh, there’s one here. How is OpenStax related to AR and VR.

Well, I can’t discuss that yet, but OpenStax is the tip of the spear in terms of open education resources. And we believe that having open education resources that are not only free, but also remixable, and changeable, and adaptable to whatever sort of level you are as a professor, as a student, whatever the subject is. We think that’s a really important part of the future of higher education.

And as we look at 3D objects and their transportability, you know, as digital artifacts, as we look at virtual reality and virtual environments, OER, we believe, will play a major point – major part, and, again, high-quality, peer-reviewed OER is the best OER.

Fantastic. And then Jose from University of Portland. Is there a cost to participate in the Open – or, excuse me – in the opera glass pilot project?
Likely – likely no, but it’s really to be determined. It depends on the scale of the pilot, and what the goals are for the pilot, and how congruent it is with our goals with the opera glass pilot. And so it’s a case-by-case basis really. But please contact us if you have ideas.
Again, we’re – we’re at this very interesting inflection point. You know, when Eric Klopfer is like John Lennon in the mid-1960s, and we have this – these events that happen at – at Yale, at Rutgers, at Columbia, at Stanford, where people are showing up, and you have a coffee talk about VR and AR and how certain professors are using it around campus, and it’s standing room only, you know that the – this – this movement is taking place. So I think, you know, it’s a really cool time. And the role that HP wants to play is as an enabler. An enabler to find what are the most effective use cases? What are the academic disciplines that benefit most from XR technologies? And can XR, now that it’s newly affordable, how can it actually help money through simulation? How can it save lives through medical simulation? Etc. So we’re all about empowering the research institutions all over the world with new technology in order to pioneer what these new use cases will be given the new technology and its new accessibility. VR isn’t new, but it is newly accessible in a high-quality way, and that – therefore we find ourselves at this really cool inside-the-tornado, if you’re a fan of Geoffrey Moore, situation that we find ourselves in. It’s truly fascinating and extremely contemporary.
I have a question for you. One of the first slides that you shared was about the big four issues in higher education. And they were operational efficiency, managing risk, student success, and academic reputation. What – what excites you, and by you I guess I mean the three of you on the call today, what excites you the most about the XR technologies?

It’s hard to prioritize. I think – I think the fact that you can meet – reach different kind of learners, and the fact that the engagement is really off the charts when you start using XR and AR, regardless of where the learner comes from, etc., and then changing that perspective, changing the – the location of that person virtually, it’s – it’s super cool. I mean one of the – one of the groups that we’re working with is Gallaudet University outside of Washington, D.C. – I guess inside Washington, D.C., close to Union Station there. A school that traditionally is for the deaf and the hearing impaired. And they’re using VR to see what are the modalities of VR that can – can afford learners with learning differences, right, or – or different abilities, etc. So I think that’s a really cool thing.
I also think that cost savings is underrepresented. I mean, again, when we’re – you saw the list of institutions that we work with. It’s sort of – definitely none in Canada, as somebody called up, but they’re really on the higher end with giant research budgets, etc. I think we are – we are missing, or we have a gap, in the career and technical education community colleges. People that train ships’ captains. People that train – I know fireman, this is the third time we’ve talked about it. People that train EMTs. And I think the simulation to lower the cost or lower the barriers for CTE education – sorry, that’s like saying ATM machine – for CTE is – is – is really, really cool as well.
I also think if you look at what John Stuart is doing at Florida International University, or if you look at the work of (Inaudible) or (Inaudible) or – or Justin Berry at Yale, there are some really cool, artistic and emotional implications to VR. And I find those fascinating although they’re – they’re probably not in the same bin as cost savings.
Well, kudos to you for starting out and leading that answer with the learner perspective. I know that you gained some fans in this audience because of that. 
And I like to thank you and your colleagues for your time today. And if you would like to continue to answer some questions and engage in the Chat, we are coming up to a break right now. And we will just take a pause, time for you to get some tea or some coffee, check email, or siesta, or to engage in the Chat room. We’ll be back in just a mere 15 minutes or 35 minutes past the hour.
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