Educause Boulder Virtual Reality Content for Higher Education Challenges and Opportunities


Okay. I apologize. I was victimized by the pernicious mute button (inaudible), so again, my apologies.
As we’ve seen from our tour of the XR technologies over the past two days, it offers us some unprecedented opportunities for curriculum. But, obviously, even the best technology is not of much use without content. What might be the best way to begin producing content for this technology? One that involves both faculty and students, is informed by good pedagogical principles, and is, above all, sustainable.

Taking the stage now is a faculty member from Cal State San Bernardino. Mihaela Popescu is an Associate Professor in Communications – excuse me – in Communications Studies at Cal State San Bernardino. Mahela, it’s great to have you with us. Please begin.

Thank you. Good morning or good afternoon, depending on your time zone. I will be the one talking today, but I am not alone. I am, in fact, part of a very dedicated team of faculty, students, and IT staff. And we all came together around this idea of producing VR content for teaching.

So let me give you a preview of what I’m going to talk about today. I will first explain our student-and-faculty-led development philosophy. And illustrate it with an archeological VR simulation, which we call Project Ambrosia.

Second, I will explain why we thought it important to imbed VR production workflows into the curriculum and how creating courses around virtual reality production contributes to student learning.
And then I will conclude with a few lessons that we learned the hard way, by doing, and by stumbling, and, you know, continuing. Lessons about how – what is involved in producing VR as well as our vision for the future.

Before I do that, however, let me give you some background on our university.

Cal State San Bernardino is one of the 23 campuses of the California State University system. We are a teaching oriented, Hispanic-serving institution. We have about 20,000 students, 80% of whom are first-generation college students. And as you may imagine, we invest a lot of time in thinking about teaching and in exploring learner centric pedagogies. And we really want to make a difference for – for our students.

And let me give you a bit of a background of how we came up with the idea of doing in-house VR production.

My colleague Curt and I saw a virtual reality demonstration two years ago at an internet convention, and it really made us dream big. And like the earlier presenter from Grinnell College, it was very important for us to consider producing VR lessons rather than work with startups to acquire content. We had two reasons. First, often learning technologies became sort of black boxes that limit the choices of what we can do in the classroom. Often the product doesn’t interest the faculty, or the licenses to use certain platforms are locked in with popular textbooks or with proprietary analytics. And even (inaudible) than perceived cost of producing VR, we see this black box in the VR content for higher education as very likely in the future, so it was important for us to sort of resist and look for an alternative path and figure out a way to producing more (inaudible) content in house.
The second reason for pursuing VR production had to do with the process we are adopted, which is very student-and-faculty driven. And for us, the process is as important as the product because we wanted to see if it is possible to have students work on VR assets in the context of regularly-taught classrooms and how we might manage that to actually complete a VR project.

That said, let us recognize that (inaudible) of limitations to using VR in higher education. In addition to some obvious technology (inaudible) infrastructure limitations such as rendering quality, computer power, storage power, and so on. There are also considerations of accessibility. Our campus is ADA compliant, so thinking through what it might mean to make VR content accessible to students with various disabilities is still a challenge.

Add to that the fact that VR is not a very social medium yet, and not in a way that would actually enable us to have students share a simulated VR environment.

Right. So all of these limitations were the bases from which we started developing the philosophy of VR production as a teaching activity. That was about a year ago.

We spent quite a lot of time discussing the pedagogy of teaching with, in, and for VR. And we decided to pursue only those projects that would really take advantage of the (inaudible) of the medium. What I mean by that, we recognize the pedagogy of potential of virtual reality to create vivid, engaging and realistic learning experiences that lead to experiential learning. The one question that we kept on asking for ourselves was, okay, if we want to teach students, can we actually do it in a different way? And if we can’t do it in any other way but with VR, then those are the approaches that we are going to – to pursue.
So, for example, with VR you can create a simulation that teaches students how to behave in an archeological field, which is precisely the project I will present in a minute.

But if you think about the kind of expertise needed to produce a VR simulation, a real one that actually, you know, walks students through a particular scenario. This is expertise in art design. You need the (inaudible) shark programming. Sound design for VR. Storyboarding for VR. And so on.

You see that in order for students to produce VRs, you really need interdisciplinary partnerships. This is precisely what we did. We allowed organic partnerships of students, faculty, IT personnel. And we allowed these partnerships to form around (inaudible) projects.

Our idea was to have students produce VR assets in the context of regularly-offered classes. In Art, Computer Science, and Music. And soon Communications Studies as well.

Now I would like to say a few words about Project Ambrosia, which is one of the VR projects we are currently producing in partnership with faculty and students from Anthropology, Art, Computer Science, Communications Studies, and Music.

Ambrosia, as imagined by two faculty from Anthropology, is a made up, unclaimed island in the Indian Ocean. The idea was to create a culturally and environmentally rich island in which the traces of past cultures left a lot of artifacts that students would discover when they explore it. And the point of the simulation was to enable students to explore a variety of topics such as variation in settlement patterns among hunter-gatherers, or the rise of kingdoms, the domestication of animals, change in economic patterns, and so on. I mean, as you can see, (inaudible).
Basically, the Anthropology side created an entire history of this made-up island as a canvas on which to base various exercises for students.

The point of the simulation is to teach students how archeological surveys are done in real life. And this simulation is the closest the students can get to doing archeological surveys in a classroom environment.

We are also using the simulation as an opportunity to introduce students to other aspects of archeology by posing questions about the material we planted in this constructed environment and so on.

And a side note, the photos you see are from a trip conducted by the production team to a real archeological field. I think a teacher would find this terribly exciting to see a group of computer science students and faculty learning archeology from an anthropology professor in order, you know, to be able to design this environment, and for getting directions right in the VR simulation.

So there is something to be said about project-based learning and how this kind of partnership enabled us to really learn from each other.

That said, there are also some obvious limitations to designing an archeological simulation in VR. And these are important to mention from a, you know, from a pedagogical standpoint. Yes, you can teach students something about archeology with VR simulation, but also you give up certain teaching opportunities that have to do with the medium limitations I mentioned earlier.
So, archeological field work is very – it’s a very social experience. It gives students a sense of teamwork, or shared fate, right, as it were. But on the other hand, an archeological VR simulation gives you the opportunity to teach in the field. So you have to think about the tradeoff that that involves. You can provide students with the social experience, but, on the other hand, in the field you don’t have teaching collections. You can’t ask students to compare what they found, a whole range of other objects, which you can actually do in VR. 
So, the simulation gives you an opportunity for creating the qualitative and new learning experience that blends the controlled environment of the classroom and traditional lecture and assessment techniques with the practical freedom of the fieldwork. 
Whether or not this enhanced reality will make a difference in how students learn, this is a research niche that we are really looking forward to exploring, but I think the jury is still out on whether VR simulation really impacts learning in a meaningful way.

In terms of the production cycles we are following, I think it’s fair to say that from a production point of view, we’ve just completed the stage where we are asking ourselves, can we actually do it, is it possible to do it, in house? We believe it is, and I am going to show you a fragment of the simulation. 
This is an intermediate build. It was done for Oculus. It’s not as polished as we would like it to be at this – at this stage, but we are getting there. So we are going to play the clip and then I am going to make some comments about the clip.

Sean, if it – you know.

Why have you stopped? You’re not supposed to stop unless you’ve found something. Have you found something?
Oh. It looks like a pile of broken pots. Cool. 
It’s called a pot shard scatter. You found it, so look around and see if there is anything diagnostic.

What do you mean by diagnostic?

Aargh. You’ll know when you see it. And when you see it, pick it up. Stop wasting our time here.

[audio break]

So, what do you think you should record here?
Well, everything, obviously. 

We’re going to do all that? I’m going to go take a nap.

Yeah, come on. We need to be more specific. It depends on what you want to learn. In this case, I think, given that the shard is undecorated, size and shape are what’s needed here.

[audio break]

Okay. Well done. So what do we think of this pot?

[audio break]

There must be more of interest here. 
Yeah. Anything else to be examined close up?

Okay. So I would like to make a few comments about the clip you just saw, which are very interesting from the point of view of how you think about storytelling in VR. 
So I saw that some of you mentioned in the Chat that these people are rude. And yes, they are rude, right? Because what the faculty said to us was that in the field this is how people would behave. And yet, as you can see, it doesn’t translate particularly well.

Another thing that we were considering – so this is, you know, one think to – to really think about when you design a story in VR is how would sarcasm that is so common in a social medium like archeological digging, how would that play in a VR environment like that.

Another thing that really caused a lot of interesting discussion for us was how do you actually orient the point of view of the player, of the user, to what matters in the field because you, yeah, you have a variety of opportunities to explore. This is particularly – I mean this is especially what makes this medium so interesting. The fact that you have unlimited pathways that you can take for this constructed environment.
And yet, you have to sort of nudge the player into observing what matters. And we did that by means of inventing these characters. They are blue because we, you know, want to keep them away from any kind of (inaudible) sensitive politics.

Another thing, you know, originally the faculty who designed the script thought in terms of a real videogame, which is why we have such heavy dialogue. But then, you look in VR, and you notice that the dialogue is probably too much. So how do we actually achieve a good balance between what you want the characters to be saying, you know, which is the helpers, (inaudible). And what you want the players to experience. So all these are considerations of storytelling in VR. Which is a fascinating topic for us.

A second thing that’s pedagogically important is how do you insert assessments in this experience? So how do you actually understand whether the students are learning? And what precisely are they learning? So we did that right now with these kinds of quizzes that are asking them to compare artifacts that they found with other artifacts that constitute the teaching collection, and so on.

And the students seemed to enjoy it very much. We did a focus group with students, and they commented on the immersiveness of the exercise during the activity. The, you know, even the fun of doing this – this simulation.

How did we do it? Well, so is the – this was for us the key. We wanted to not only produce the lesson in VR, but also have the students do it in the context of regularly-scheduled classes. So what we did, we partnered with faculty from Music, from the Art Department, from Computer Science, and from Anthropology. And we have a course that’s teaching students how to produce VR assets as part of the project-based learning that’s going on in that course. 
And another course that’s teaching students how to produce these characters, and how to design the environment. And so on.

So, yes, it is a little bit difficult to coordinate, and I will have something more to say about that in a minute. But, notice how we are trying to hit several birds with one stone. We are trying to both teach students skills about making them marketable, and what it means to actually work on real projects, not only in the context of their class, but also coordinating with other students from other classes. And we are trying to produce a lesson that will hopefully improve students’ learning as well.

So what is next for us? Well, we came up with this process. The second question is, can we replicate it? We have two projects that we are currently taking on. One is a VR project to create an environment for clinical reasoning in nursing. So students will be interacting with patients in a VR environment. Constructed patients that will be animated by an AI interface. And these patients will present them with scenarios that the instructor will be able to observe and assess.

And second, we are introducing VR into our Visibility Festival. And we are creating scenarios, simulations in which students with disabilities will be able to experience what it means to actually try to do something that they didn’t think it would be possible, such as climbing a wall.

In terms of research, we are looking into technology that is able to capture student eye movement, such as inside VR, because we would like to be able to relate the time that students spend looking at particular objects in a VR environment with the level of learning. And, as a side note, this is another fascinating area of inquiry for us. How do you actually design assessments that capture the experience of learning in VR? And this is something we are going to – to explore as we go along.

So what did we learn? Well, we learned that student involvement is actually possible because these platform, like (inaudible) Sharp, are really well developed. So the problem is not in getting students to – to program. They are quite eager and quite prepared to do it. The problem, as you will see, is how do you imagine project management in the context of curricular workflows? 
In terms of VR equipment, as many of you already noted, better hardware is still needed. So for us it’s very important to have untethered headsets. I’m not sure of Oculus Go is the way to go. We are waiting for technology – better technology to come about.

What – what was interesting, and something we discovered, and I would strongly recommend to any other campus that wants to do in-house production, is when it comes to project management for a simulation that’s physically specific such as archeology, it is very important to have a project manager who is also a subject matter expert. Currently we have a graduate student in Anthropology who is doing project management. We are using Scrum (sp), like many other Developer teams.

It is also very important to think about a transfer of knowledge, so ensuring continuity of expertise is important. We are currently doing that by having IT personnel as part of the team. They are learning along with the students and with the faculty, and hopefully they will be able to step in and teach other students if needed.

Obviously, buy in from the Administrator and the CIO is important.

It is quite possible to create project-based courses around VR – around asset production. But it is desirable to have a certificate that will actually coordinate when this course is offered. And this is something that we are currently working on, having a certificate in immersive technology production. 
It is also incredibly important to consider what’s happening with the VR technology in the classroom. So, okay, you have students working on – on the simulations, but then, how do you want to deploy the simulation in the classroom? How do you design the classroom where students are actually able to enjoy the simulation together. And I think we saw on Tuesday a fascinating presentation about that as well.

There are various solutions for making content accessible in VR. You saw how we used captioning. If you had a headset on, you would have seen the captioning floating in the air.
The assessment, as I mentioned, is very important for us. What kind of instrument we are going to – what kind of rubric to create in order to actually capture the learning that’s going on is something that I don’t think is settled yet, and we are working with various faculty on thinking what are the dimensions of learning here? And, how do we actually demonstrate that learning has occurred? And a lot of work is needed to actually test impact on learning.

So, I’m going to stop here in case there are questions.
Yes, Mihaela, you have a couple of questions. So Janna was asking, she was going back to that point about the attitudes or the sarcasm was that was in the audio. So her question is, could different attitudes of the avatars be changed from sarcasm to curiosity, for example?

Absolutely. So, I used this – I used this simulation specifically to highlight some of the problems that – some of the tensions that exist between the moment when you imagine a script and the moment that you actually have students use it. 
So the way faculty imagined it was in terms of, you know, playful – like a playful interaction in the field. And it comes across as sarcasm.

So, yes, of course we can change it. The way it was done, so the script is written by faculty and students from Anthropology. There is a new script that students in the Music Department are scoring. And changing the – changing the sound is actually a very simple operation.

Okay. We are out of time, unfortunately. So Mihaela, there are a few people with some questions in the Chat space, so if you don’t mind sticking around and maybe scrolling through the Chat space and seeing if you can answer any additional questions, that would be terrific.
Yeah. And I see that – 

All right.

That my team – my team is also stepping in to – to answer some of the questions.

Oh, I see. Great. Awesome.

All right. Well, thank you so much. This looks like terrific work, and we look forward to hearing more about your efforts at Cal State San Bernardino.

Thank you so much. I really enjoyed the opportunity. Thank you.

Thank you.

So now we’re going to shuffle the stage just one more time, and go on to our next session.
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