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Considering Measures, Metrics, and Benchmarks


Our first session of the program today is "Considering Measures, Metrics and Benchmarks." With us to deliver this first session is Charles Dziuban. Charles is the director of Research Initiative for Teaching Effectiveness at the University of Central Florida where he directs the evaluation of the Distributed Learning Program. Winning numerous awards for research, teaching, and service, Chuck taught graduate measurement classes for over 25 years at UCF.

He has also directed the construction of over 10,000 teacher certification test items for the Florida Department of Education, and, with respect to benchmarks, directed the Passing Score Determination of all Florida certification tests. Feel free to read more about Chuck by checking on his bio on our agenda page. We are so pleased to have Chuck here to provide us with a firm foundation as we kick off today's Metrics event. I'll turn it over to you, Chuck.
Well, thank you, Joanna, and good morning everyone. Are we okay with sound? I am really honored to be here with you. And let me fess up at the beginning of this, I am, by no means, an expert in cybersecurity, but let me say this to you all, I appreciate your being on this session and I do absolutely appreciate your working in this area because it is so important. And I am very happy that you have my back in this area. I am feeling more and more vulnerable as the days go by. 
In terms of logistics, my colleague and dear friend, Patsy Moskal, is on this session as well as a presenter, and will be monitoring the chat and answering questions that she can. And we'll, from our perspective, when we begin talking about the topics, I will be talking about measurement benchmarks and metrics. And I will be mentioning some resources that we have put together and referenced in this session, and we'll be happy to connect you with them. If any of the things that I have to say to you this morning resonate with you and are of interest to you as you begin to follow your path in terms of making our cyber system much more secure. Again, thank you for doing that.

Now, I'm going to start with a jeopardy question for you, and here it is. The answer is Canada, France, Germany, Italy, Japan, the United Kingdom, and the U.S.A. Does anybody know what the answer -- what the question is to that? I'll jump in because we don't have a lot of time. Those are the G7 countries. And an interesting thing that ties the G7 countries together is that all of them, over 70 percent of their gross domestic product is produced by intangible things that are information-related rather than manufactured goods or services. So, that is an astounding kind of thing that I -- in researching this, that I found about this kind of thing. These countries get most of their economic input from information, the thing that you're working on predicting. So, shall we have at it and see what we can discuss about these kinds of things? Let me advance the slide here.

Okay. Let me go back. I have to go back a slide. All right. Considering measures, benchmarks, and metrics. It's very interesting. I have a long history and many, many miles on me in measurement, and it started -- measurement in this country started a long time ago, back about the turn of the century with Termin and Binet, and the pressure to measure human intelligence.

There are many companies involved in measurements. You know of the Educational Testing Service, Psychological Corporation, California test, many, many others that really essentially get at the measurement notion of the cognitive, affective, and behavioral aspects of human beings. But, in a sense, these kinds of things, I think, apply to the things that you're doing, too. It clearly relates to engineering and physics. If you talk about measurement and measurement errors, it has to do with tolerances and physics.

And I might add that in the measurement area in this country, I think I would be remiss if I didn't mention a couple of things that are kind of not very good in our history in terms of measurement. One, there's a book by Nancy Isenberg called "White Trash" that I would highly recommend reading. And in there she has a chapter about our history of using measurement for eugenics in this country. It's really a sad -- really a sad commentary on our history.

And, at the moment, I'm looking at a book by Leon Kamin called "The Science and Politics of IQ," where he has a table in here published by Yerkes, where they went down to the immigration area at Ellis Island in the early '20s and concluded from the tests that they gave that 80 percent of the Poles, 75 percent of the Italians, and 70 percent of the Russians were feeble-minded. And, at that time, it gave rise to immigration quotas against the "menace of the feeble-minded." So, we have an interesting history in measurement, and I think it's really interesting that immigration quotas are on the agenda as we speak now. 
And then we move to benchmarks. Benchmarks are a natural outcome of measurement. And I remember when I was growing up, in high school, my father worked in a shop, a machine shop with mostly Polish immigrants. And I would be a high school replacement for everyone. And every Monday morning, Stanley Levondosky [ph], the supervisor -- superintendent of the shop, would come up to me and he would say, "Kashmir makes 12 of those a week." That was a benchmark; okay? That was a benchmark. He was saying don't you dare make more than 12 of these. That was my first experience with benchmarks. And now we have them all through our lives.
We are constantly measuring ourselves against benchmarks, which are either externally established or established from myself. I've been a runner my whole life. I have used time to qualify for the Boston Marathon as a benchmark in my running career. It happens in industry. It happens in all kinds of productivity kinds of thing. Where we begin, after the measurement phase, try to compare ourselves with the benchmarks.

And as you progress and you're looking at the metrics of this, both of these things become very important. One, as you look at the metrics, consider how am I going to measure it. What kind of a measure am I going to get for it? And now if and how am I going to establish a benchmark for it? That's very important. It is really a standard by which you compare yourself to any number of criteria.
And, of course, we evolve to metrics. You know, the term metrics -- and we are pretty much metrics-driven in this society. Metrics, fundamentally, from my perspective, are what are the underlying elements of my benchmarks, and, more importantly, how do they relate to each other. This is how they kind of break down in my perspective as a measurement person, but when I had my graduate students begin working on this for me, working on these slides, as IO students, industrial organizational psychology students, they said to me, "Chuck, why are you considering them separately? They all have a natural intersection." And that's basically true.

Measures lead to benchmarks, which lead to metrics. The intersection of all three of those then relate to this thing called outcomes. And also in this later on I'm going to speak to you about something that's really important to me, that the intersection piece of this, of benchmarks and metrics, has incredible implications for the kind of work that you're doing. When you establish a benchmark, it is really, really important.

Now, I'm going to recommend some things to you. One of the things that I'll recommend to you is a book that I think is a must-read. It's by actually a philosopher, a philosopher of technology at Oxford, Luciano Floridi, he's written a book called "The Fourth Revolution." And in this he makes this kind of a hypothesis. He suggests that we're now living in something called the "infosphere" that is roughly equivalent to a biosphere but shrouded in information, in the period of what he calls "hyper history," that is everything that's happening so rapidly, that history is reaffirming itself continuously.

And in "The Fourth Revolution" is simply this, he says that where we have evolved to is that now information communication technology, that is machines talk to each other, communicate with each other, and we are no longer in the loop but rather we are on the loop. This is highly recommended. And I'm going to say to you now his thoughts on this I think really have a great deal to do with the problems that you're wrestling with today. So, what I'm going to make you an offer right now is, at the end of this, if this interests you, and probably Patsy will put up the reference to the Floridi book, I have a set of notes on the book, and, if you're interested in it, I'll be happy to send it to you. If you contact me individually, I'll send it to you. I'm not entirely comfortable posting my notes on Floridi on a website, but that is important.
And the other thing that we have to deal with is prediction. There's another wonderful book that I don't know if you encountered it yet, I'm sure you have, by Nassim Taleb called "The Black Swan," where he basically makes this premise, we are terrible at predicting low probability events. And given those two notions, I think that has a lot to do with the kinds of things that you're talking about today in terms of the metrics for cybersecurity.
So, measurements can be phenomenal. Things like, from my perspective, did you log on, yes or no; what is your gender, yes or no, in a set of categories. This seems to me, when I look at the metrics I've seen in your area, it applies in many respects. We are simply obsessed in this society with what category do I belong in; I am completely. You know, if you take your own blood pressure and you have an automated blood pressure cuff, if your systolic pressure is 121 or higher, you're immediately placed in a category called "pre-hypertensive." That's a category. If your glucose is 101, you're placed in a category called "pre-diabetic." When I get a ticket, I take the online driving test, and I want to get into one category, I want to pass that test so I don't get points. Those are the category kinds of things.

We are continually putting ourselves into categories. And one of the categories I think you're faced with, which is really an unanswerable question, is are we safe or not, in cybersecurity. But that is something that I am completely -- I am badgered with that continually, place me in the right category, and that's when I do it.

And then you can rank order things; okay? We are constantly obsessed with our rank ordering in the U.S. News and World Report. And ranking can be very important. Ranking number one is important. Ranking number two is important. But you have to be careful with ranks because you can declassify a lot of measures you have, put yourself in a rank. When U.S. News and World Report begins to make differentiations in a college, in a rank of 173 and 174, not so much; it's pretty hard to differentiate those kind of ranks.

And then there are intervals. There are all kinds of measures you can take. And as you look at your cybersecurity metrics, that the intervals are equal between them. That is the notion of the distance between an IQ of 90 and 100 is exactly the same distance as the interval between 100 and 110. That's an important measurement level. 

And, lastly, ratio scales, that is the ratio of the measurements are two. In interval scales, it is not true. Someone with an IQ of 90 is not half as intelligent as someone with an IQ of 180. It's just not true. But if you weigh 200 pounds, you weigh twice as much as someone who weighs 100 pounds. This is the world of measurement. This is, you know, what we've been dealing with for many, many years.
Now, measurements have to have some properties. One is there must be validity. It must measure something. It's very interesting, there are a lot of measures floating around that really don't measure anything. The first thing when you do, you look at your metrics, it strikes me that what you have to find is for each one of them, which seems to me to be a construct, you have to find a surrogate in order to measure it. The question you have to ask yourself, is the surrogate really measuring the construct that I'm related to? It has to have some variability.

In terms of variability, there must be some variability in the measurements. I'll say this to you, if everybody had exactly the same IQ, no one would be interested in it. If everybody had exactly the same cholesterol level, nobody would be interested in it. It must be, in fact, show some variability in this. If it doesn't show any variability in it, it's not measuring anything. I mean, that's kind of a fundamental premise. And last, it must show some reliability, that is some assurance of consistency. When I do it, I do it continually, and I can have some assurance that the measure I get has some consistency associated with it. Those three things are critical for any measurement. If you don't have them, you really can't move on to a benchmark. 
Okay. Here's the classic model, the classic measurement model which is I have lived my whole life with this model, it has haunted me almost my entire career, that is some observed score, some measure you take is a function of two hypothetical components, the true score and some error you've made in measuring. You will always make errors of measurement. You know, if you had zero measurement error, the observed scored will be the true score. It never, never happens. The question you always have to ask yourself in this is how much measurement error can I live with. It is critical to this. It is -- it always comes with this. This is continual. I live near the Cape. We launch rockets. Every engineer there is asking himself this question continually, how much measurement error can I tolerate in what I'm going to do if I'm going to move on to a benchmark?

Now, an amazing thing happened several years ago in the measurement area. And the thing that happened was a new model, and this is what the model is, it's called item response theory. And it goes something like this -- and I'm going to cast it in my area and ability, but it applies to any metric that you can take, any measurement that you can take. I can basically plot a probability curve. I can take a set of measures, whatever they may be, and classify them from high to low. And doing something with odds ratio, I can make an estimate of someone's ability level or where they lie on this scale, whatever the measure is, from high to low. And then, by doing some odds ratio measurement kinds of things, I can estimate the probability what I would do with getting the item correct. For you, it would be some other measure in terms of is it secure, has there been a hack. You know, this is very, very powerful kinds of stuff, and we've been using this.

And the upshot of this in measurement, the latest kinds of things, as I think about what you're doing -- if this goes reasonably well, I might fool around with some of the math associated with this and measurement. And I would love to work with some of you on this. It looks something like this. The revolution in measurement has been everybody does not have to take every item on a test. If I can get some estimate of Chuck's ability and some estimate of the difficulty of items or the probability along a particular scale, I can see -- and I can cast them on the same scale, what I can do is I can say that if Chuck is at the middle of this, the probability is almost one that he will pass every item below where he is, and will have difficulty with all the other ones. The implication of it is it is a much shorter measurement process. For instance, the NCLEX examination for nurses uses this model. And nurses being certified for their testing exam can do it in as few as 75 items and they pass the exam. It is a real breakthrough, and I think it's an area of something that you should consider when you begin to deal with from a measurement perspective.
Here's the problem we deal with in measurement, cut scores, drive me crazy, absolutely crazy. At every metric, every measure, there are two cut scores. There's a cut score above which I'm very sure they have the ability that it does take place. There's one below which I'm sure they do not have it. And the space in the middle is I'm not really sure. Not so sure. And those two things are the critical cut scores. I wish I knew a way to maximize and minimize that function at the same time. I don't. I don't. But I know when I'm doing cut scores, when I am doing a test for someone flying my airplane or doing surgery on me, I want cut score one. I want to be absolutely sure that they know what they're doing. On the other hand, if they're below that score on the bottom, I don't want to be anywhere near them if they're flying my triple seven.

No one has ever been able to figure out how to maximize and minimize those functions at the same time, so here is the measurement compromise. You pick one score. When you pick one cut score, whatever it may be for any of your metrics, if you do them in terms of putting people into groups, probability groups, high or low, yes or no, whatever it may be, there will be inevitable misclassification around that cut score. It is always, always the case that you will misclassify people.
And look at this in terms of medicine, look at the risk we run; okay? Look at the risk we run in doing this in terms of misclassification in medicine. Can you live with a false-positive or is it better to live with a false-negative? I know a lot of cases I really do want to avoid false-negatives. And if you listen to medical language, it's very, very guarded. Very often when you hear medical language they will say things like, "There is no evidence of the disease." That is a far cry from saying "There is evidence of no disease." Those are vastly, vastly different kinds of things.

So, one of the tricks we have used in measurement, I have used a number of years, is, if you can imagine this, I have some metric at the bottom, and there are some ways I can classify them. I've done them in terms of percentage correct on a test because that's my world. And then what I do is I classify each of the people, each of the people -- anything that you're dealing with in terms of how they relate to those metrics. At the bottom is 20 percent on the thing -- on the test. Everybody passed it, so they get all ones. Then, as I move up, I move up, I move up, I move up to the higher score, 80 percent, nobody passes it. It's a zero series of binary vectors, zeros and ones, zeros and ones. And that's very interesting. If I do something, I get this.
I can graph it by then going back and correlating those binary vectors with those scores. I get a function that looks like this. And at the peak of that function, it is the place that is most efficient for separating my people, the people I'm dealing with, the entities that I'm dealing with into the most efficiently for sorting them into two groups. Is it the right two groups? Unknown. But you can't answer the second question until you answer the first. I've got a reference there if you think you'd like to do that, begin to look at that in terms of trying with your metrics. It has a great deal of potential for doing it. 
So, benchmarks, Frederick Taylor. Frederick Taylor, about, you know, 1915, began looking at the scientific approach to working in industry, basically no measurement, no management, in a process of making comparisons against peers' best practice or past performance to monitor and improve. Basically, what Taylor was getting at is how can we be more efficient. What his basic strategy was is to go in in the industry and find the most highly rated worker and begin to look at his production level, and that established itself as a benchmark. And we have been benchmarking for a long, long time now. And they come externally and they can come internally for yourself.
Now, benchmarks can come in many, many varieties. One is strategic. You're looking for breakthrough changes. In your work, I would imagine there are some strategic things that you can find. There are operational benchmarks. Looking to improve the process, what is the improved process for cybersecurity? That's another way. Critical success factors, okay, what is the key performance indicator in this in terms of cybersecurity? You know, improving performance in terms of the system you design, continually looking for benchmarks that improve the performance of it, and best practice, what are some things that you can do that are best best practice benchmarks? All right.

So, then benchmarks that you establish, you know, externally or internally, or however you do it, they morph into metrics. And here we are at metrics. But measurements and benchmarks should have all the properties. Attributes includes measurements we did. If they don't, they really are not really assessing anything.

So, some example benchmarks. There are two people functioning right now. The American Association of State Colleges and Universities and the Gates Frontier Set have developed a set of college completion metrics. If you look at them, they're remarkably the same. These are metrics. These are metrics for helping first-year students succeed in their first year of college. They are metrics in terms of they look at each one of these and, as you begin to look at these, I want you to think about a couple of things as I go on in doing this. We at the University of Central Florida are striving to become a preeminent university in the State of Florida. Here are the metrics presented to us by our board of governors. They are here. If we achieve the levels they have set for them on each of these metrics, we'll become a preeminent university. So, we are striving for them.
 Now, when I began looking in your area, I began seeing a lot of metrics in this. And here is one for example. I found this one. There are many, many, many more. Now, as I look at these, I want to circle back to the thing that I said before. As I look at each one of them, you're going to have to find some sort of surrogate for measuring each one of those. And the whole measurement benchmarking process comes into relating how good is the surrogate I find for each one of these constructs for really measuring what I am doing.

Now, I am getting to where we have some time for questions or comments, or what have you, but I want to raise an issue with you at the moment in this, and this is where we get to it. Some time ago, two psychologists named Taylor and Russell designed this kind of a decision rubric, and it is basically this. I want to look at the opportunity cost for making the incorrect decision. And it was this in industry, what is it going to cost me to not hire someone who is qualified for the job once I apply my metrics? 

The other mistake that I make is what is it going to cost me to hire someone who is unqualified for the job? Obviously this applies to measurements. If you have good measurements, you can actually predict very well whether someone is qualified for not. If you have poor measurements and metrics, you cannot. But the relative cost of those sorts of things has to be evaluated within the context of your system. And it's interesting because if you look at the "don't hire," when they're qualified, if you look at that mistake, you never really know that you've made that mistake because you didn't hire them. It's an interesting, interesting conundrum.
How does that apply to you? I think it applies in some way this way. The Taylor-Russell problem applied to your decision that you have to make would be something like this, which of these two errors would be most costly to you? I think I know, but I'm not a cyber expert. This is a resource that's there, too. You can begin to look at this. This is a wonderful decision metric in terms of looking at this and looking at the kinds of errors that you would make. 
So, I guess I'm going to end with this question. Why are metrics like the walking dead? Does anybody have an idea? Well, I'm going to answer the question. Because they turn. Because, invariably, when you begin to set up metrics, they have this tendency to turn into targets. And when they turn into targets, there's something very, very interesting associated. The minute they turn into targets, they are no longer measurements, no longer benchmarks, or no longer metrics. This is a -- this is called the Goodhart phenomenon.

This is -- Goodhart was an economist who published a paper criticizing Margaret Thatcher's economic policy of using metrics for increasing the economic output of the U.K. It's an interesting sort of phenomenon. The minute you turn your metrics into a target or a benchmark, they really do lose the properties of any kind of measurement or benchmark, because you're simply striving to do them. They simply do not work. 
And now when I go back and you look at your metrics, because there are a couple of things. And I'm going to end here. I want to go back just one minute. Metrics, a couple of things I want to think about near metrics. Do any of you know the opening line of "Anna Karenina"? I'm not going -- that's a silly question. I'm going to give it to you because we don't have time. It is "All happy families are alike; unhappy families are unhappy in their own unique ways." Tolstoy was very bright, and what he was talking about there is that any marriage that is happy has pretty much resolved any number of things associated with the family, in-laws, sex, money, I mean, a whole bunch of things. They're basically all the same. But the point that he was making, any one of them can derail a happy family.

As I look at your metrics, somehow I think the Anna Karenina phenomenon applies to this sort of a thing. As I look at a set of metrics, it seems to me, as I look at them, you know, if you're cyber-secure, you've met pretty much all of them, but any one of them can derail this. I think that's right, but that's something you all have to talk about.
And the second kind of thing is when I look at them, I wonder about how much they're correlated with each other, how much of these things are measuring exactly the same thing. I have a lot of that in my work that I get a lot of ostensibly different measures, and they wind up being essentially doing the same kind of thing. But, with that, I am -- will try to answer any questions or comments that you have.

I really appreciate your hanging with me. You obviously have seen now I'm not a cybersecurity person, but I am very grateful for the work that you're doing and very much fascinated, and appreciate the opportunity to talk to you. So, if there's anything I can respond to or any questions I can answer, I would be happy to do anything that I can. Thank you very much.

Chuck, this is Joanna. Thank you so much for your presentation today. I feel like you've got us all with our head in the right space to learn more about metrics today. And I have a question for you about something that you said about the benchmark varieties, strategic, operational, critical, success factors.

Absolutely.
What's your piece of advice for how do we keep these benchmarks from becoming targets, particularly in the eyes of perhaps leadership?

Well, that's a fairly controversial statement. Goodhart's law was -- you can imagine it raised a lot of ire in terms of this. But the idea -- let me give you an example. One of my benchmarks was trying to qualify for the Boston Marathon; okay? And I compared myself against that benchmark. And I'll try to respond to this in terms of when you look at benchmarks, I think, Joanna, one of the things you have to look at is what kind of benchmark am I striving for? Am I looking for best practice? Am I looking for strategic plan? Am I looking for improved process? I mean, I think that's a critical kind of decision.

But the minute you turn into a target, like, for us, I'll say, at UCF, those metrics that we say are our metrics, what they have evolved to now is our strategic plan; you know? We have converted -- we are going to do this, and we're not going to measure these anymore. We're going to achieve each of the benchmarks that were set for us. So, we're not measuring anything. We're just striving to achieve each one of those so we can become preeminent. It's quite a different phenomenon.
So, the challenge is perhaps trying to continue to improve without that becoming a target.

Well, I mean, again, you know, I'm not preaching to you, but it's something that you have to be very, very careful of. You know, I start measuring these kinds of things, and suddenly I'm not, you know, I'm just striving to get some level of achievement, and, you know, measurement doesn't really become important. If I get my level, I've gotten to where I want to be. By the way, I never did qualify for the marathon. 

We have a question from Barry at Rice University who asks, "Should we look for measurements that have just the right amount of variability, not too much that would make them unreliable, but not too little that would make them uninteresting, and how do we find the sweet spot?"

Aw, the sweet, sweet spot in measurement, it's a combination of a lot of things. One is there are many, many metrics, and I just couldn't do it today, and we can give you resources for looking for that sweet spot. And one of the things that I worked on a long time is do you have a measurement that's actually working from a domain in which you want to measure, and I can help you with that. And he is exactly right, if I have too much variability in a measurement, I'm all over the lot and I can't make any real comparisons because the variability is so grand that the people at the bottom of the scale are so different from the people at the top of the scale, that's the kind of thing. So, it's a continual -- the thing that you said -- continual measurement and iterative kind of process where you get it.

But, again, variability and reliability do not guarantee the fact that this thing is actually valid, that it is measuring anything. That's an entirely different sample. Reliability is necessary, but not a, you know, sufficient condition for -- there's a great book by Charles Seife called "Proofiness," which talks about a lot, a lot of measures that are incredibly reliable but measured nothing. One of my favorites in that book was that the Indiana legislature came one vote away from rounding pi to just 2.2 -- or 3.2, because they thought it was very inconvenient to carry it out any further. They almost did it. It's really, really interesting. 

Wow. Okay. So, rounding pi is good for me, as a person who's --

No, no.

We have a comment from Matt at SBU. "If your goal is to measure a happy marriage but you only have a method to measure one of five components that contribute to a happy marriage, is that single measurement still valid in your opinion?"

Good question. What is the characteristic of a metric? Any metric that you choose reduces the dimensionality of your measurement. Anytime I reduce anything that I measure to one number, I have simplified it, in some cases simplified it -- and he has a very good point -- to the point where I can't do it; you know? I mean, we're dealing with complexity here. You certainly are dealing with complexity in cybersecurity. It's one of the things I'm guilty of as a measurement person. If I reduce this to a single measure, it's hard. And I always work in linear models. You know why I work in linear models? Because they're easy. When I start getting in non-linear models and complexity, it's a whole different ballgame. Touché, Matt. 

All right. Well, we are out of time for your session today, Charles. Thank you so much for a great introduction to measures, metrics, and benchmarking. For our attendees, we're going to reset the stage for our next speaker, so we're going to go silent for about 30 seconds to do so.

Thank you all. I really appreciate it.
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