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Get Started_Creating InfoSec Metrics

And we're back. Our next session today is "Get Started: Creating Information Security Metrics." Joining us for this session is Kim Milford, the executive director of the Research and Education Networking Information Sharing and Analysis Center, or more commonly known to many of us as the REN-ISAC. Kim, we are delighted to have you join us this afternoon. Welcome.
Thank you. Hopefully you can all hear me. I'm thrilled to be here. Thanks to Joanna for the great introduction, and to EDUCAUSE for putting this on. I had no idea what goes into these webinars until I came into this one and started participating. It is super impressive what they do behind the scenes to bring this on. So, this is great. I'm happy to be here. I'm thankful for Cisco, our sponsor, and for the other speakers. 
I'm the opposite of Chuck. I'm not an expert in statistics or metrics, but I know a little bit about cybersecurity. So, my presentation is made from my experience and from some reliance on some great references and resources that I use.

I was looking at Nate Silver's book "The Signal and the Noise" on Amazon's listing recently, and the Amazon listing said, "People love statistics; statistics, however, don't always love them back." So, really, you want to get started by understanding your goals and having a plan to help you get statistics that love you back and work for you.

REN-ISAC started looking into ways we can do metrics and statistics last year. And I think I was talking to some people about this at different conferences, and that's why I moved into this presentation, I think Joanna recruited me, truthfully. So, I'm going to bring some of our experiences throughout this discussion, but we are a little different from most security -- operational security practitioners in higher ed, so keep that, folks, in mind, too. 
Here's just a quick review of what we'll be talking about for the next 30 minutes. Focus on goals, a little bit about collection recording and trend analysis, how you can use external metrics and threat intelligence, and then how to keep your information metrics and post [indiscernible] metrics program relevant.

So, there might be many goals for your security metrics program. These are some examples. A, measure the security program's implementation, effectiveness, and impact. This can be tricky to determine and you have to thoughtful about where organizational risks lie and where to focus attention. A lot of what we talk about with statistics and security controls in general is always risk-based; right? We start with a risk assessment and then we build the controls accordingly, and you're going to do that with your metrics, too. Start with the risks and build metrics for those risks. So, that's going to give you the most bang for the buck.
You want to also provide meaningful measurement of risk -- there's that word again -- to the organization. You want to facilitate decision-making. You want to use your metrics as a way to look at and improve performance of your safeguards and your rules and things like that. And, really, the question with that is are we more secure today than we were before? And some secondary questions around that, have we mitigated risks enough, and that's really dependent on every institution. We all have a different risk appetite and risk threshold. So, it goes back to your risk assessment.

And then another secondary question, how do we compare to others in this regard? And I know we hear that all the time; right? I don't know -- I assume you do, because I know I do. Well, how do we compare to the other ISACs? When I was working at the university, how do we compare to the other big ten schools, how do we compare to other private institutions. We hear that quite a bit, so that's always a good thing to keep in mind as you're thinking about your metrics, too.
These goals -- and the last goal is to -- last possible goal is to improve accountability, and that's really improving accountability to your community, whoever's important in your community, and your stakeholders. These goals aren't exclusive. Maybe all of these are your goals, maybe just a few of them. So, these are just sort of ones you can pick.

REN-ISAC's goals primarily are to measure our services. We provide services to information security professionals. So, we want to make sure those services are what you need and what you use. So, we use that. And also we use it to scan the threat and risk landscape so that we can do more analysis on what we're seeing and provide that to you. So, we have sort of those two goals in mind.

And this is definitely a "do as I say, not as I do." We started collecting metrics first, and then we kind of -- because we wanted to see what was available and what -- how meaningful it was. It was the first time. We started last year. We were just pulling from quite a few random sources and sort of making sense of it as we went through. So, we collected first and then we backtracked and did our goals.
This is just a sample metrics program goal that I pulled from a SANS resource. And it's really focused on communicating. Again, it goes to efficiently and effectively, which is always -- is likely going to be a part of most of our goals; right? We're looking to make sure our safeguards and controls are efficient and effective, and that's got to be something we're constantly looking at.

It says -- I thought this goal was interesting because it talks about the balance between risks and preventative measures. And we all do that informally, so I liked that this sample goal actually articulated that as a goal. And then it goes to investments, too, because people always want to know are we getting the most bang for our buck with the money we're spending in this area. So, that's going to be helpful information, too. And then it listed objectives to provide a little bit more that I thought were very reasonable and practical, you know, based on best practices, which Chuck mentioned that a little bit, and I'll dig into that a little bit more in a future slide. 
Leveraging measurements that are already being collected or being logged, and that's a good one, too. You know, try to find what you can find, not create new, if possible. Communication, the reporting, the providing the information, distributing the information. And this objective focused on custom tailored to various audiences, which I think that's a really good objective but I think it's really hard to do because you end up spending so much time customizing. So, you know, there's a balance there as well. And then last is, you know, involving your stakeholders to make sure that what you're producing is what's meaningful to them. So, it's just a really good sample.

As with any goals, you want to be smart. I don't know if you've got personal goals; I do, and this is the same sort of template I use for them. They need to be specific. They need to be measurable, attainable, repeatable, and time-dependent. And this goes along with what Chuck was talking about, that measurements must show validity, variability, and reliability. So, that's just sort of an add-on to that, I think, or a reframing of that that should help us.

So, let me add a few general rules, and then I'm going to add some suggestions about when to break my general rules. Data on which your metrics are based must have integrity. If you can't trust the data, it may do more harm than good, and it could be a waste of time to collect. There may be times when the data isn't completely trustworthy, so you really need to know something about that risk, that threat, or that safeguard. In those cases, you may still decide to track and report on it anyway, even though the data is not all that reliable. As long as everyone knows the data might not be accurate and makes decisions accordingly, it can still work.

So, here's a few examples. You implement strong identity management controls for external and internal researchers to access resources at your institution. They only use it sporadically, and pretty much every time they do they have problems with their password or with their access, so they're always calling in to support and getting passwords reset and things like that. So, you don't really get enough common usage to consistently detect trends and effectiveness. The metrics may only be relevant to that community, or to your security office, but if it's an important research project, you may find you want to track that and note that anyway, you know, especially around the attempted and successful log-ins for them, how many times did they call the support center, things like that. That's one example of when you might want to use data that's not all that reliable.

Another is you're detecting and analyzing traffic to known malware sights, but your data is in the midst of a reorganization and the data you're getting from your network logs is inconsistent. Since that data provides analysis on high-level threats, it may still be worthwhile to connect. And then you just kind of have to keep tweaking it and maybe wait out the reorganization, but it might be able to give you some good information as you go through. 

Also, another general rule, only track metrics for which you can control some related outcomes. If safeguards can't change it, the data is generally not very useful. But there may be times when you decide to track information on uncontrollable events. Let's use as an example the number of attacks. Everyone likes to know about the number of data breaches and the number of attacks.
So, earlier this year, EDUCAUSE published a report, co-written by Joanna here, entitled "Searching for a Smoking Gun, Chasing a Silver Bullet: Data Breaches in Higher Education." In reviewing data breaches in higher ed from 2005 through 2014, they found there was no single factor in common to all the breaches, nor was there a single control that could have been used to prevent the breaches. So, in that case, even though there might not be anything you can do to control the outcome, knowing tracking and reporting the number of data breaches in general and at your institution might still provide helpful analysis and perspective.
Another example of times you might want to track things where you can't control the outcomes is let's say you've implemented a new security event management system. And the data you're getting is messy and inconclusive because it's messy and it needs some tuning and things like that. So, in that case, you may still decide to track it and use that metrics as a baseline to determine further refinements. So, it depends on what your goals of that metric area. In that case, it's to improve performance, so you would track it anyway. In that case, it's best to limit the distribution of the metrics to your internal team. You probably don't want to do a lot of reporting on it yet because it might scare some people.
Let me touch quickly on benchmarks and targets. I really wish I would have heard Chuck -- that part of Chuck's discussion earlier because I think this would be a little bit different, but I think I can still, you know, give you guys some good tips here. So, you can use benchmarks and targets as part of your goals to look for a specific outcome, if you're watching for a specific threat or risk, if you're looking for mitigating activities, and especially maybe around new services and old services. Like in the previous example, I mentioned implementing a new SIM. So, as things are coming up to speed, using benchmarks and targets around that service can be really helpful.

So, think about it in terms of program goals and metrics. So, maybe have a program goal that you want to increase your user education by a certain amount through e-learning modules, through the availability of e-learning modules. So, a benchmark on that might be the metric of x number of participants, you know, 65 percent of our population or 65 percent of faculty, or something like that. Another example is reducing phishing, so your program goal is to reduce phishing using email filtering by a certain percentage amount. So, your metric -- your benchmark metric might be something like blocking x number of phishing attempts or x percentage of phishing attempts, or something like that. 

A third example, you want to decrease the amount of time between vulnerability exposure and patching to a certain number of days. So, your metric might be reductions in vulnerability scans. So, you see that there's, you know, one month you have a significant number of machines that still have vulnerabilities. If that's going down every month, you can set your benchmark to help you find that. In REN-ISAC metrics, we don't have any benchmarks or targets. It just -- we're still kind of in the monitoring mode and are trying to learn from that, so we haven't really set anything.

I want to talk a little bit about measurements. I've got a few approaches that I can provide about how you measure and what you measure. So, you can use relevant statutes and standards to develop a framework for areas of measurement. For the sake of discussion, I'm going to use the framework that Chuck suggested, the CIS Critical Security Controls. And here's a list of the top five critical security controls. Now, keep in mind these are controls, not measures, and they're very high level.

So, you're going to implement controls that help to meet that -- the CSC. For inventory of unauthorized and authorized devices, you probably have policies, you probably have inventory control software, and you're scanning for unidentified devices. So, you have sub-controls over that general CSC list. And that's what you'll see on this table.

So, the first column in the table are controls that you might use to help accomplish the meta control to the left. And then to the right are measurements you can get from those controls and that you can tell about those controls to make sure you're reaching the standards set by the CIS Critical Security Control. Another example, inventory of authorized and unauthorized software. You use software configuration management and you can track additions, deletions, and changes in the SCM program to make sure you're meeting that standard. So, this is one method that you can use for setting up measurements. 
Another approach is probably easier to get started, and it's find some metrics you like and then adjust that to your needs. So, the problem is that won't be as customized to your risks and your controls, but it might be easy to get started. So, you can -- you know, you can do what REN-ISAC did and get something started, and then continue to evolve it and improve it. So, maybe that's more to your liking. And this is just the same table for the rest of the CIS Critical Security Controls, and you can do the same thing. You can list your controls and then look for measurements specific to those controls, and that can help you to build your metrics program.

Where do you find meaningful data? And the answer to that is everywhere; right? You set your metrics program goals. You've identified any specific targets you want to use. You've determined the measurements you need. So, where do you find the data that's going to help you with it? Now, a big part of this might not be in your shop. You're going to -- you might not have ready access to it, so talk to your colleagues across the IT group, across your IT department, and find where you can get things like this. And maybe they don't have exactly what you need, but they can come back and say, "Well, in our identify management systems, this is what we can provide." And you're like, "That's great, this tells me the number of log-in attempts."

Something I didn't list here is that -- and then thought of later was your help desk and incident response logs, they're also a wealth of information. How many times did we respond to password reset? How many times did we see the WannaCry hitting, things like that? So, you can really use them in conjunction with these other sources of data to help you.

Finding the data isn't really all that difficult. It's more likely you'll be challenged by a few areas around the data. First, culling the data to make it meaningful. Remember, you're only going to track what's relevant. Even if you find it interesting that 90 percent of students don't access the course management system until after 11:00 AM, if it doesn't inform your security program, just trash the info. So, culling the data and making it meaningful is a big part. 

Another one is analyzing and sorting the data. This is going to be an ongoing and time-consuming need. Log management software can help, but that is also time-consuming. You get a lot of bang for your buck because there's a lot of development and implementation up front, and then it kind of helps you overall. And then the third piece that's challenging is determining what to store, how long to store, and where to store it. And you'll need to refer your organization's data retention policies to really help with that.
Another piece of your metrics is how you're going to report on this. Understanding what your target audience wants and what they might need is going to be very helpful for you. This chart is an epic fail, and it's my chart, so I'm quite proud of it. It's really pretty with all the lines, isn't it? But it's meaningless. So, it was based on data from REN-ISAC's CSIRT activities. We sent out notifications to EDUs about probable exploitations based on specific vulnerabilities. So, you tend to detract that vulnerability over several quarters. So, a good example is DDEV, which is the top orange line, I believe. It didn't really provide any good or helpful information about what we were seeing and why we were seeing it. So, the results were both not meaningful and not pretty. So, I scrapped it. I haven't reported on this.

Instead, I started looking at the vulnerabilities as a pie chart per quarter or per month. So, what are the most vulnerabilities we're reporting on? And quit trying to do it over time. There's probably still some good information here that I might continue to play with and see if I can make it work better in its presentation. Some good examples of -- I'm sorry, some examples of good reporting, and Don will talk about a little bit more later, is the Verizon Data Breach Incident Report, and EDUCAUSE's CDS. So, those are both some great examples.

Definitely you'll want to be thoughtful and look at some good examples. There's a lot out there. There's really too much to even bring into a short presentation, but they are available for you. If you just scan and do some research, you'll find plenty.

Looking at your metrics and data to detect trends is sort of like the beginning of the matrix. And I know my colleagues from University of Wisconsin who are here have heard me say this before about all logs and metrics. So, if Jeff's still on, I can see him appreciating this. You know, at first, it's just going to be a series of numbers and characters and symbols and letters, but over time you'll start to recognize trends and patterns and figure out what they mean to your organization. So, with that, you'll be able to turn it -- your reporting, your trends -- I'm sorry, your reports and your analysis into trends, and determine what that means for you. 
An important part of trends is looking at external metrics, using external metrics. So, here, you know, as I mentioned before, we've got EDUCAUSE Core Data Service and their benchmarking service. The Verizon -- I got its name wrong, the Verizon Data Breach Incident Report is a good one. So, you know, think about other ones that you often look at. The multi-state ISAC puts one out every year. If you're a member of multi-state ISACs, that can be a helpful one, too. Privacy Rights Clearinghouse has their data breach report, which is very helpful. So, think about other ones that you might be able to use to compare your score for that trend analysis and to make your data more meaningful.

REN-ISAC is just going down this route, so we don't have reports per se yet. How's that for a tease? But we'll start developing that since some of the areas we're looking at are discussions among REN-ISAC members. Both the volume and the numbers, how many people were talking about the Google phishing attempt back in May, and how did that discussion play out and what did that mean? We also look at C-CSIRT notifications, which I mentioned before around vulnerability exploits, but we look at vulnerabilities, we look at the number of password dumps we find and pass on to people, and things like that. We also look at calls to our SOC.

This is just a comparison from the Verizon report, and it shows the different sectors as they relate to scanned fixed vulnerabilities. And you'll see EDUCAUSE is pretty -- sorry, not EDUCAUSE -- education is pretty far down on that list. So, we're the slowest to patch. So, this might help you. You can say how do we compare to this? What is unique to our environment that makes timely patching more difficult, and how do I learn to talk to my audience about it?

You can also use threat intelligence to help with your metrics. Threat intelligence does a lot to help automation, too, but this is another way. They can help answer questions about your security program and how it's performing against threats, specifically against threats that are critical in your environment. You can see indicators compromised known by IP addresses and URLs, and that can provide early indicators of thread actors, what thread actors are doing, maybe what they're recon is on.

You can also use it to help justify other safeguards with an additional analysis. You're looking at dates and times of attempts, relevance of identified risk areas and things like that. If you're using multiple sources of threat intelligence, you'll need to de-dupe that data, otherwise you're going to get a lot of the same thing over and over. So, that's a consideration when using threat intelligence in this way.

The last important step around metrics is ongoing and periodic review. You know, be deliberate, ask around. What do your peers think and what do your bosses think? Is this meeting their needs? Talk to your IT colleagues. Again, they might have new ways of providing measurements to you that work well in your environment. Metrics are tools; they work for you, you don't work for them. Periodically check on the amount of resources going to produce them. Is that metric still important? Are there easier ways to collect it or report it? So, just constantly you're looking at that and doing some analysis on it.

Let me just tell a quick story and then I'll finish up here for questions. At a private company I worked at, we had really good financial metrics that burrowed down specific services by cost center. And so we could report out. We were very transparent to our stakeholders there. And one of the services was communication to consumers, but over time those activities changed. However, because we're locked into that financial metric and we have ten, 15 years of history, they really didn't want to change the specific services. So, we couldn't include online communications like email or web queries or things like that. So, we lost a lot of good information because their dependency on the historical data there. So, that's a great example of when you want to look at your metrics and make sure that they're still relevant over an amount of time. If you're doing formal reports, keep an eye on frequency. Maybe if it's not changing from period to period, you can lengthen the time between your reporting periods.

So, that's really all I have. I know it's a quick look. And I think our panel will fill in some gaps here. Here are some references that I used and that might be helpful for you. I see that I have a question. Doug asks, "What do you think our slow cycle on patching means? Is this a risk balance that makes sense for our sector, or are we just poor at doing this work?" Really great question, and my answer would be it depends; right? Ha ha. That's always my answer.

I think it's both. I think that we're poor at doing this work, but there are valid reasons why we're poor at doing this work. We tend to be a little less centralized than manufacturing, which was number one on the list if you remember that slide. So, if you think about it, that makes sense and we probably have other controls in place that lessen the impact of that slow patch time. We're pretty good at blocking servers that tend to misbehave. A lot of us employ a "block first, ask questions later" approach, whereas private industry might not -- manufacturing might not have that capability as much. So, think about the risks, think about what other controls you have in place that mitigate the risks there.

Kim, this is Joanna. I think a couple of other people that are typing, so maybe we'll have another question. Your comments about audience really sort of hit home for me the importance of providing context around a metric, and your comments about patching as well. What advice do you have for folks on the phone about how best to provide context around a metric?

It's tough, right, because you don't always have very long to get to your story, and that's one thing that metrics, I think, don't serve us very well at, is they tell such a summary story that it's hard to include that. So, you might get some opportunities to -- you know, maybe someone contacts you and says, "How many of x, y, z did we leave last year?" That's a chance to tell your story, a one-on-one chance with that stakeholder to explain why you saw what you saw. So, don't just give them a number; give them some story behind that number. Whenever you get the chance to do that, I always advise you to do it, whether it's a one-on-one thing or in your reports. Even if your metrics are two, three pages, and then have a page of notes on it so that people can refer back to it, that would be good.

And one quick question from Matt Nappi. "Are there any anonymized metrics REN-ISAC could share that we can use to compare our own standing against?"

Yes, Matthew. Thank you. That was a really nice key up there. There are. We're working on those. As I said, we've been gathering them for a few quarters now, about a little over a year, and we'll start presenting those to REN-ISAC members maybe at the end of the first quarter for our current fiscal year. So, I think that will be really helpful for everyone.

And I think we're out of time. So, Kim, thank you so much for sharing your insights with us today. What we're going to do next is reset the stage for our next presenter. So, we'll go silent for about 30 seconds while we do so. Thank you, Kim.
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