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Hi everyone.  Welcome back to the online event, Metrics Mania: Using Metrics to Bolster Your Higher Education Security Program.  I'd like to kick off the second half of today's event by introducing our Learn from Your Peers Panel Discussion on Information Security Metrics.  Our panelists today are Joshua Beeman, chief information security officer from the University of Pennsylvania; Eric Schmidt, chief information security officer from Butler University; and Cathy Hubbs, chief information officer from American University.  So, let's get this panel started.  I'll turn it over to your, Cathy.  
Thank you, Joanna.  So, we're going to start out by giving a little background on each of us, so, as I was introduced, I'm the CISO at American University.  I thought I'd give a little tidbit about the university itself.  We are located in Washington, D.C. for those of you that didn't know, and an opportunity for me to look up a little fun fact.  We're a dry campus now.  But in the '60s, our campus was considered the largest seller of beer in the District of Columbia, so I thought that was fun and wish I had been around here at that time.  
And then, a little bit about me.  I'm always liking to try new things, and so if you come to D.C., there's this fantastic trapeze place, and my first lesson to go, the pictures down on the left side are pictures of me doing my first try with a catch, pretty exciting, and I encourage all of you to try.  
And the last little thing I wanted to share, kind of leading us into our discussion today about metrics is, from the core data service my institution's information security budget related to other institutions of various sizes.  But I do want to add a little caveat.  Ours looks outstandingly huge, and it's always an area of interest about budget numbers to me, especially with information security.  I do have a dedicated budget, but that 8% is not all moneys directly in the information security budget.  For example, we have the firewall.  The Palo Alto firewalls are included in that 8%, but they're truly in the network operations group.  Antivirus, denial of service, those are some examples that get folded into coming up with that 8% number but aren't directly in the quote, unquote, information security bucket.  So, that's a bill about me and my university and our program, and I'd like to turn it over to Eric. 
Hi.  As they said, my name is Eric Schmidt.  I serve Butler University as the chief information security officer.  Butler is located in Indianapolis, and I too went out to find some fun facts and speaker facts.  One of our fun facts, Butler is big on basketball.  I'm sure everybody knows that.  Hinkle Fieldhouse is one of the fun facts I found.  Hinkle Fieldhouse is where we play our basketball.  It's been around since 1928, and if you've seen the movie "Hoosiers," that movie was filled on Butler campus in Hinkle Fieldhouse.  

So, fun fact about me, yeah, I'm crazy.  I haven't run in a few years, but I do call myself an ultra-marathoner, and I've run three 50-mile races.  I need to do a hundred miler here one of these days.  
So, what we are is a liberal arts college with about 60 undergraduate areas of study at Butler.  We've got about 4,700 students.  I will tell you that from an info-sex standpoint, as far as budget, it shows my institution at 2%, which is right in line with Master's private, which is where we are.  I had the opportunity, coming here two years ago, to sit down with the rest of the directors and the CIO and basically carve out of security budget from various pieces that were in other people's budgets.  So, we were able to line out a budget around security, pulling out the things that we thought that were good, things that needed to be in a security budget, so I'm looking good at this point.  Obviously, we can always have more money for things we need to do; right.  So, I will now pass it on to Joshua. 

Thanks very much.  My name is Josh Beeman.  I'm the information security officer at the University of Pennsylvania.  We're located in Philadelphia, Pennsylvania.  We are founded by Benjamin Franklin in 1751.  Our fun fact is Penn researchers helped introduce ENIAC, which was the world's first electronic large-scale digital computer.  It was used for calculating weapon trajectories during World War II.  Students make up about half of our population, and we pulled in our core data service fun fact information about IT spend as well, and it's about 5%.  I think with that, we'll jump back into the presentation. 
All right.  I think it's me.  So why are we here today?  We're here to talk about metrics.  How about that.  So why?  Why metrics.  You can read the bullet on my slide or our slide.  But, essentially, if metrics are constructed well, they translate and give us kind of a common language to talk about the measuring, in this case, of our program and program success.  We'll talk more about the specifics of them, but when you're having something visual or numbers or graphics, it's easy to begin a conversation and also, again, just to kind of show progress.  It's the ability -- metrics give us the ability to, like, take an action and demonstrate moving to the next milestone, and it's a conversation starter, and I call it awareness.  I think it's security awareness as well, because it's gives us an opportunity to have a conversation and make sure that we're all on the same page.  
So, metrics are an important part of an information security program.  They're a challenging part.  I'm super pumped that EDUCAUSE has organized this half-day session webinar.  I think we can't over-talk about this subject.  I think we're all working on it, and so I'm looking forward to continuing the dialogue.  So, I think I'm going to hand off.  We're going back and forth, and we encourage questions along the way.  So, I think it's back at you, Eric or Josh.  
Thanks Cathy.  Yeah, so the point of this slide is that I think metrics can be an end unto themselves, but they're usually they're in service to some end goal that you have in mind.  You know, are you trying to measure the overall health of your university program?  Are you trying to improve visibility into some internal process that's falling down?  Maybe you're trying to inform your board of your progress.  I know that that was a question that was asked earlier in the day, and I think it's one that we want to get to.  You know, the idea is the old sort of Covey mind set; right, start with the end in mind.  
You know, in our examples and our discussion today, you'll hear from Cathy and from Eric and myself about how we're using metrics at different levels and for different audiences in our organization.  When we started comparing notes as we were pulling this session together, Penn, I think, primarily had started being concerned about low-level metrics for our internal info six staff to understand our program and effectiveness.  
AU and Cathy's program has been using metrics for that sort of middle layer of partners and peers and how info six fits into and supports IT in general at American.  And Butler, you know, Eric described focusing on metrics, primarily to present to the board, you know, high level for VIPs and management.  
So, the smart art on this page is actually derived from NIST.  These terms, implementation, effectiveness, and impact are a reminder that there are different maturity levels for metrics.  Implementation, what some call counting metrics, are like the bread and butter, you know.  And I think all of us can quickly imagine these metrics.  How many compromises did I have last year?  How many DMC takedown notices did I have?  How many disconnects?  How many vulnerabilities?  You might be doing time tracking of your employees.  It's just things that you can quickly put your hand on and count.  Those types of metrics don't always tell you the why behind things but they are a sort of core foundation of building a metrics program.  
Effectiveness metrics, so the question is, are we working effectively, are we working efficiently?  You can think of these as metrics that might tell you how many incidents were handled automatically versus manually, or where did some process break down, or is our process reliable?  Which score center in your organization had the most events or the least events?  How are we doing in regards to our peers is a question I get all the time.  
And that last level, that sort of last, you know, level of maturity and unicorn that we're all sort of chasing is the impact metric, speaking to the bigger picture, can we demonstrate some cost savings; for example, can we quantify the results of some big project?  Can we fundamentally demonstrate our support and alignment with the mission?  So, you've got to decide kind of, you know, which of these are the things that you need and which can you do.  And I think, as we'll emphasize later in the presentation, don't worry if you look at this and you think, I can't do all that.  The point is just to start.  And with that, I think I'll kick to Eric. 

Yeah, talking about data gathering, we all have tons and tons of data.  As Josh said, I present to the board once a year, and it's one of those where we're pulling together all the kind of data that we need to present.  And I know I can't present raw data to the board.  I know I've got to get it polished up.  But what we have to do is know -- you know, I have to know who my audience is that I'm talking to at the time.  
My board does not want to know about how many incidents we've dealt with.  They want to know what is our maturity level of our program at the time, and what are the risks to the university, so I spent a considerable amount of time talking to them about what the current risk is in the world to higher ed and then where we fall into it, and so I use high-level derived metrics from the data that we've gathered over time, from that raw data.  So, any questions around that?  And if not, I'll kick it to the next slide.  
Oh, let's hold on for a second, Eric.  It's Cathy.  So, I think some of the important things we had talked about for data gathering is for the attendees to hear, and lessons I think all three of us in our kind of pre-work had discussed, was the importance of if you have not begun to gather metrics, it's really important to start with something that you have available to you; right?  Sometimes we have these lofty goals of presenting this polished information, to steal your word, Eric.  
Right.  
But then we go and kind of look in our system and we go -- because often it's system-based.  Sometimes it's qualitative.  But it becomes this really difficult challenge to actually collect the data itself in an effective repeatable way.  It's resource intensive.  So, I think some words of caution or lessons learned that all three of us had discussed was really think about kind of what you're considering, and before you spread it too far, go really look and see what it takes to gather and present that data in a form that will be of value and can you repeat it; right?  Are you able to repeat that?  How much effort does it take?  
So, I think I'm going to, to my fellow presenters, see if you want to make any other comments along those lines for the attendees to hear about, because we had a pretty good dialogue pre-conference about this topic.  And if not, we can go along.  
Well, Cathy, this is Josh.  I'll just build on that and say, time and time again what I've seen is that the metrics that you can get today and that is easy to automate or easy to grab is ten times more valuable than the metrics that you might get tomorrow that's difficult, that isn't automated or accessible.  And I think that a priority should be given to the metrics that are easiest to collect, because it gets you into the habit of looking at metrics, and I think that that's really an important foundational step.

Yeah.  And you kind of want to make sure what you're gathering, because once you start gathering, or at least presenting the metrics, you may have to always present them.  So, you're right, make sure you're got the right stuff, the smart stuff, that is accurate, just like that.  
Yeah.  And, Josh, you had some pretty great examples that you were sharing with us, and you kind of went over them a little bit during your last slide, but just starting out with your team itself; right, and the value of easily accessible information.  I think you talked about -- or maybe I did, one of us did, talked about host credential compromises or vulnerabilities and different things, and even just getting your own information security staff to kind of recognize what what's valuable, what's not valuable, kind of understanding what the baseline is, and that's a really good way to start.  
Yeah, I'm happy to jump in on that and staff.  And I see, actually, that it answers one of the questions that Leo from NC State -- hi, Leo -- has asked about sort of what's the data that we're collecting.  I can give you Penn's example.  We use an incident tracking system called RTIR, Request Tracker Incident Response.  I's an open source system.  And we handle just a ton of incidents every year across our population through that.  And we have about 20 metrics that we started looking at to understand the program.  And when we get to the next slide I can talk about one of the most important metrics that I think that we captured that really drove the rest of all of our other metrics.  
But we started with the accounting metrics, how many host compromises did we have, how many DMCA take downs did we have, how many credential compromises did we have, how many litigations holds, how many events with sensitive data, how many did we have last week, how many did we have last month, how many have we had since we started measuring.  And that longitudinal piece is really wonderful, and sort of coupled with that, you know, those were sort of basic implementation metrics about our bread and Butter incident handling.  That sort of developed into these effectiveness metrics, which was, like, how many of those were handled automatically, or how long was it until we took someone offline?  How many of those did we find ourselves versus an incident or an event that somebody told us about?  And the stuff that we're trying to get to now is some of that impact stuff, which is linking some of our metrics to project results and mission impact.  
So, I hope, Leo, that answered your question, but also, Cathy, and everyone else that was interested, provided a little bit more about detail about the basic metrics.  And in the next slide of two, I'll talk about how we developed those metrics into other things.  
I can tell you, from Butler's perspective, we conduct a security maturity and risk assessment across the IT Department, and the data that comes from those assessments, which is derived from most of the projects and activities that we conduct within that IT department, that data is what drives and feeds the board presentations.  So, we don't talk about actual projects, generally speaking, at the board, but all that information is rolled up into what is our maturity level and what is our risk level for each of the domains within the ISO 27,000 series for maturity.  That's

just a different aspect, I think, of what kind of data, some of the kind of metrics we're looking at.  
So, maybe I'll jump in and jump to the next slide, and, again, I think we're going to have time at the end of this to talk about these questions.  And we are noting your questions in the chat room, and so we're keeping a running list.  There were a couple questions about presenting to the board, and I know Eric is going to want to talk to that.  I presented to the board a couple of times as well, and I can present to that, and, Cathy, you may as well.  
Tamara, you also asked the question about explaining the metric litigation hold.  Here at the University of Pennsylvania at least, we are a key stakeholder in helping the organization respond to legal action against the university.  That's often part of the E-discovery process.  You know, an outside party may say, "Hold all hard drives associated with case A, B, or C."  And we tend to be a key partner in helping the operational staff who have to go do those collections sort of interface with general counsel to understand to do you need a bit-for-bit forensic copy, or do you need, you know, just someone to go in and dump the contents of that file folder, so preservation of account data; exactly.  And what we were interested in there was just counting.  How many of those do we a year?  And this was about, is this a big problem for our organization, how much time are we spending on it?  So, I think I'll jump to the next -- oh, yeah, go ahead, Cathy.  
I was just going to say -- before you added on that last piece, I was going to say that's exactly what we do at AU, and the primary thing was to see how much -- the primary metric that we were trying to measure was how much staff time was being spent on these litigation goals, because I think sometimes that kind of falls under the radar.  And I know here at AU, they were pretty surprised by how much effort was put into it, because we didn't necessarily have tools that were completely streamlined, so was pretty time intensive, and that helped tell the story to keep track of that.  
And that is a great segue into this slide, because, really, the point of this slide, I call it the sort of shredding your cat slide, which is the act of observing something actually changes that thing.  Cathy just alluded to the fact that, you know, gathering that data was part of telling the story.  If you select a metric for your office, a simple one like an implementation or accounting metric, how many litigations holds or, you know, E-discovery reports are you processing, and you take time to look at it on a regular basis, and I think that is a really important piece that we have to emphasize here is that this is something that you really have to commit to observing over time so that you understand what changes happen.  You will observe trends and you will ask questions.  
And if you develop that metric with someone else, and, you know, in Cathy's case, maybe with other parts of your IT organization, or in Eric's case, you know, with board members or other senior administrators, you'll find that as you look at it together it drives effort, and a great deal of accountability.  So, the example that I was alluding to earlier is, at Penn, we decided our most critical metric would be the percentage of things that we found ourselves versus the things that other people outside of Penn told us about, this was sort of proactive finds versus external notification.  
And we set a goal to find 75% of things ourselves, and I don't know, you know, if you're hearing that and you think, gosh, that's too low or too high.  We set that goal because we'd never measured it before and we just wanted to start somewhere.  We started reporting that goal after -- we studied it ourselves for a while first to understand what was possible.  But after about six months of doing that, we started reporting it to our executive vice president quarterly on a dashboard that he looks at.  And it resulted in education and awareness to him, because he had sort of no visibility into that level of our operations.  
It also drove just an immense amount of new tools and process within our organization as we tried to drive that metric higher and higher, you know.  We got over 90% for the year, and the better we got, the less incidents we had.  And the less incidents we had the more a single external notification could really mess with our numbers.  So, in fact, we've been a victim of our own success here.  But it really kept us on the hook.  And so, for example, when there was a sort of new trend in malware that was sliding past our tools and our detective processes, we saw it really quickly, because we saw that external notification number go up in a matter of days or weeks, and because we were looking at it every week in our Security Operation  Center meeting, we had an opportunity to sort of really adjust and drive quick action to keep our numbers up, but keep our numbers up so that, you know, hopefully the posture was more -- for the campus was better.  
The idea here that I'm trying to relate is that it's important to be mindful.  Like that could have really backfired if management wasn't interested in the whole story and just wanted to see a number, or if the metric was wildly unreliable.  But it is a powerful tool for change and improvement if you're looking at it all the time.  You just have to make sure that you use it carefully.  So I think we'll go to the next slide now.  
Okay.  I think it's back to me.  Where's my pretty picture?  Oh, man.  
I don't know.  Maybe it will appear.  
Well, let me explain it to those of you.  There's a person sitting at a desk, and they're looking up at essentially six different screens with all these great metric representations; right?  And so, the idea is that you don't just create them and leave them there, kind of running on autopilot.  It's really important to come back and check with both the stakeholders, yourself.  Things change over time.  Are they still adding value to the conversation?  Are they still helping you make a case, make a story about implementation, the effectiveness, the impact on the organizations and things that your program is doing?  
One example here at American University, is we used to keep -- and we still are.  We're keeping track of the copyright, the DMCA takedowns, mostly, again, kind of like the litigation holds that Josh and I were talking about, right, to see how were reported and how active, how much time we spent on those.  But over time, that's actually declined quite a bit, for a variety of reasons, including efficiencies on our end.  And we do continue to collect the data, but it's not like one of the forward-facing dashboards, if you will.  So, it's really important to periodically check in and make sure that the metrics that you've gathered and you're providing to the various customers are still hitting the mark.  
And so, with that, well, first, I'll allow time for you, Eric or Josh, to comment on this particular slide if you guys want to say anything.  And if not, we can go on to the summary and to the discussion slide.  
If it's okay, Cathy, I'll try and hit home a point I made earlier.  I think some of the most interesting parts of metrics for us have been the value of numbers that traditionally don't change; that are basically boring.  And it gets to this point of the need to kind of review these things periodically.  We have a weekly meeting now, where we look at our 20 metrics.  And I have to constantly remind folks on our team, and myself, that there are some metrics on the list, a lot metrics on that last, in fact, that are only there because we want to know when they dramatically change.  But 51 years a week out of the year they don't dramatically change.  And you've really kind of got to kind of invest in looking at them all the time so that you can see when something really unusual happens, and that's the moment that the sort of metrics paid off.  But before that, it's just a question of knowing that you've got eyeballs on it.  
Okay.  We have a question in the chat line.  I don't know if it's the right time to do it or not.  But Kenton Hensley was asking whether or not any of us have invested in business intelligence, data mark designs, or visualization software services.  At American University, we have the BI.  Security wasn't the number one focus, but we have taken advantage of them, and so we did pull in and have some of our dashboards deemed -- displayed or created through BI based on that technology.  
But we recently became a Service Now, and so things are kind of in between for about another month as we leverage Service Now to be the kind of -- the engine that will display some of our metrics.  But I'll let Eric and Josh -- 
Yeah, at Butler we don't have the BI yet, but we are becoming an R from one standpoint anyway, we are a Salesforce shop, and so we're going to have Salesforce and Tableau as our engine in that case to help gather some of this data and present the data, and get it into a more automated process so that I can roll it up into the board presentation, so.  
And a real comment on that, by the way is, so going back to starting easy; right?  Well it's not always easy because somebody wants a particular metric.  But we, here at AU, in our OIT and our IT, Central IT Department, the information security included that.  There was a lot of stuff happening in Excel spreadsheets for many years, but that hard work paid off, so then when we get went and got a BI tool and had that visualization capability; right, we were visualizing and were using Excel to the best of its ability, and when we outgrew it and had BI, it was transferrable, if that makes sense.  So, kind of sometimes you just have to start where you're at.  But, definitely, if you those tools at your disposal and you have that level of expertise on staff, great to sit down and describe what you're trying to get, and they can really help.  Those BI people are fantastic about even kind of coming at your data in a different way that you may not have even thought of.  
I love that expression, "start where you're at," Cathy, because I think that's really the secret if you haven't started on a program or if you have a young metrics program.  We've been using our native tool, which I mentioned was RTIR.  We're also doing metrics work and tracking vulnerabilities, and that's a security center, so we use that native visualization capability.  We've got Splunk, which we're doing a lot of our credential management stuff in, and we're using that.  And all of this we sort of compiled through a portal.  But we're just really using the native visualization and graphing capabilities in that, as well as tools like online project management tools, because we are also tracking metrics around projects.  
We have Splunk and Qlikview here at Penn, and I think that is how we would solve this problem.  Like, you know, Eric raised the point that when you're trying to do this stuff to the board there's a different level of visualization and dashboarding that might be required, and I think that's where we're ultimately looking long time.  
I want to reassure the folks that have asked questions about how do you track to the board, that we are tracking those, and we are going to answer them.  I see it that there's another question that showed up about where you save you data.  I'll just say that we tend to save that data in the native applications, and then we back things up like crazy.  We're not exporting at this point to just a pure BI or visualization tool.  
And I think that was an important point, Josh, too, is, so our native applications here at AU have the data, but that then feeds; right, or is connected to the VI for visualization so that you can have kind of one payment class for specific dashboards.  That's the idea.  And so, our new kind of direction at American University is to leverage the capabilities of service now to have a more extensive set.  Not just information security but IT security -- I'm sorry -- IT and IT security, a full suite of dashboards that we can pick and choose from.  But the data often is in those native applications, and we have some similar services, as you've mentioned.  
I've been kind of holding on answering the derived metrics for capability maturity.  I don't know if we've got another slide that gets closer to that.  
Why don't I move on, Eric, and then you can if you want.  We see your questions audience.  But, basically, this last slide is kind of an opportunity.  We just, on purpose, kept just a few high-level slides just to kind of generally set the stage around metrics, and then this one was kind of the catch-all to sort of dig deeper and address -- you know, share our personal experiences, but also address any questions and share as we can, with the audience.  So, Eric, if it feels right, go for it. 
Yeah.  So, EDUCAUSE has a tool, a security maturity and risk tool that's out on the EDUCAUSE website, and it's based on ISO standards, 27,000 standards, so there's 14 domains, and assessments questions for each of those domains.  And what we've done, in order to present to the board, we run dozens and dozens of projects every year within IT for IT or for our customers within the departments in our university, and every one of those projects impacts some piece of a security domain somehow, it seems.  So, we keep track of that by surveying the IT Department and completing this assessment several times a year so that we can determine what our maturity level is for each of those domains.  
When it's all said and done, what goes before the board is a simple summary sheet basically, that will identify a five-year program and where we are by each domain, for previous years and the current year, what our maturity level is from a one-to-five scale.  So, they can see from last year, we were at, you know, one particular domain.  We might have been at a 2.2, and this year we're at a 2.9, and we plan to be at a 3.5 next year.  That's the kind of information they want to see.  They don't really want to see details around the projects that are driving those numbers.  
Now, the interesting thing I found out when presenting to the Audit Committee of the board was they hone in immediately on those actual numbers.  They look and they say, well you're at 2.0 now and you want to be 2.5 next year.  That's a pretty big jump.  And you just have to be prepared.  I found you just have to be prepared, you know, when your board member, or whoever, is reading your metrics, you know, you might be look at it from one perspective, but they'll actually look and see that number change, and they're interested in that because they're audit people, for the most part, so they're looking at numbers.  So, you have to know your audience.  
Okay.  Well, hey, I'll fill the silence.  So, I was going back and looking just thinking.  I think the most part of this webinar, seriously, is looking at these people's questions; right, because we're all in the same boat together.  And even going further back after the visualization question, there was AT Skill University, how many metrics do each of you track, any guidance for the right range of individual metrics?  Well, in a way, I think there were a few previous slides that kind of talked about, I don't think that there's -- and I'll have my colleagues weigh in as well.  But I don't think that there is a perfect number.  But I would suggest few to start with, like one, two, or three.

I mean it kind of becomes somewhat institution specific; right?  There's really about what is the appetite?  What is the culture?  What's the interest?  So, if you were like Penn, and Josh's description, where you're kind of getting that maturity going and you're just starting within your group, I think less is more; right?  Less is more.  If you're just start out, you want to get your arms around a couple of them and see how difficult they are to create, how difficult they are to, you know, keep trending historical information on, and start testing out how you are explaining them to a variety of audiences to make sure that they're understanding them the way that you intended to, intended them to be received.  So, I hope that answers you question.  But, Eric, and Josh, I definitely welcome your experience on that too.  
Yeah, I agree with you.  Don't try and boil the ocean to start with.  Look and see what you need to do.  If it's I need to convince the CFO that we need more dollars in the security program for certain things, is there data we can gather that can start to draw that picture for the CFO so they understand why they need to invest the number.  Start with something simple.  Josh.  
Yeah, I think that's great.  I was having a metrics conversation with someone, and they were relaying to me this fact from the book, "Good to Great," which is sort of every company in that book that jumped from good to great, they had one metric that defined their organization.  And you've got to start somewhere.  As Eric just said, you know, you have to think about what stories is that you're trying to tell.  But I think, you know, and that's going to really vary if you're talking to the board or you're talking amongst yourselves.  But pick something, start somewhere, commit to looking at it on a regular basis, and to discussing it.  And I think that's the answer.  
The answer for Penn right now is we look at 20 things, but it really started with one thing, which was how many notifications are external and how many are internal, how many, you know, host compromises did we find that were external versus internal, and that turned into a weekly meeting with 20 metrics.  So, you know, I think that drove a lot of different attention and focus.  So, I think start somewhere with something that you can get.  
Can I tee you up, Eric, for the discussion about how would you recommend presenting metrics to the board?  This is Bob Turner from UW Madison asks, where less is more, do you just show slides and leave a more detailed report as a read ahead or a leave behind?  
I hand off about eight to ten slides ahead of time to the board for a read ahead, all the slides I'm that going to talk about.  The first couple of slides outline what the current threat to higher ed and Butler University is.  A couple of years ago, for example, one of the -- and I have pictures, and I don't put a lot of words if I don't have to.  One of the threat slides that I put initially a couple years ago was that, in our opinion, we were at a higher risk of potential attacks from ISIS at Butler, because, at the time, around that time of year, we had one of the individuals that ISIS had beheaded, you know, in the Middle East was a previous Butler Student, and every time it seemed like the news talked about ISIS that incident came up.  
So, it just, in my opinion, and the opinion of my boss, the CIO, it raised our level of awareness in the world around that kind of thing, so we needed to pay attention, and we wanted to make sure the board knew that information security and physical security or things happening -- threats happening in the world sometimes might be interconnected, so we want to just raise their awareness of that kind of thing.  And we went from there in the slides to, like I said, talking about the security maturity that we have of the overall programs, based on the domains, and then associated risk for each of those.  The tool that I talked about at EDUCAUSE kind of pulls all that together.  
The last thing that I talk about usually with the board is high-level things that we are moving forward on, network redesign or firewall changes.  You know, but it's very short, very sweet, very high level, not a lot of -- we don't talk about different vendors or anything that we're pursuing.  It's just a high level to help them understand that we're moving forward with our security program around areas where we've identified that might need help or, you know, something that's being changed.  I hope that answered -- hopefully that answers the question that came up about presenting to the board.  
That's great.  Cathy, do you have experience with that that you want to share?  
Yeah.  Our board is very different, and so, first of all, the board, I presented to the full board as a plenary session, but ongoing board or updates about cybersecurity and information security are still given to the audit committee, and so the audit committee is very black and white.  And my CNIO and I are committed to, over time -- and we're making good progress in that direction -- to have it more of a maturity discussion.  But it's still about audit items on and off, and so what we do is there's no eight- to ten-slide timeframe dedicated to this, even though we talk about cybersecurity and got invited for this key plenary session.  But it's more around current things in the news, and then there's opportunities for us to have a story around where American University compares around that particular event.  
And the plenary session that we did a year ago was to the entire board, and we did it on incident response, and specifically what we felt were the questions that board members should ask of the university, of those in charge.  And we brought in three case -- I wrote up three case studies based on the University of Maryland, the Pen research, not your Penn, Penn State, and so it wasn't really metrics based; right?  They're not quite there yet.  So, it's a different kind of thing.  Mostly what American University, at the board level, is interested in, is benchmarking against peers, so that's where we're at.  So, it's a very different kind of environment.  
A lot of those metrics that we're collecting still stay within the OIT organization and are used, kind of, if you will, kind of we pulled to the arrow out and say, oh, this one's perfect for this particular story or this particular narrative, if that makes sense.  
So, it was kind of a qualitative discussion, as opposed to qualitative?  
Well, we have quantitative things, but we are not sharing, routinely, kind of the ISO framework for example, and the maturity across those, and the NIST framework, and showing that we're moving from one to five.  That's not, right now, what they want to hear.  So, we're moving them in that direction, but we're talking more kind of initiative-based and project-based and letting them know have confidence around incident response and the program's ability to respond and react to things.  And I know that sounds kind of fuzzy, but believe it or not, we've been able to provide them with information in the particular chemistry and makeup of our board members.  This is played well.  They feel very involved and request specific information, but not too system in quarterly move on any one thing, if that makes sense.  
Well, I think it underscores the point, Cathy, that everybody's board and how they interface with them is going to be different, and your best bet for success there is going to be to understand, hopefully with your CIO's help or your audit committee's help, kind of what are they looking for.  I found it to be a learning process.  I sort of laugh.  I've been in front of the board a couple of times, maybe, you know, four times in the last five years, and I always feel like I've got about 15 minutes to explain 30 years of information security and then say the thing that I've there to deliver.  
For folks that are really interested in this, the EDUCAUSE National Conference, so not the Security Professionals Conference, but the EDUCAUSE national conference is going to be at the end of October in Philadelphia, and there is, in fact, a panel session on talking security to your board.  It will include CIOs and CISOs, including, I believe, Cathy Hubbs, who is on this call.  
Good plug.  
Thank you.  So, I encourage folks to come to Philadelphia.  And if you do, you should definitely look me up and we'll go out for cheesesteaks.  My board experience is similar to Eric, which is that we often prepare materials in advance.  We are guided, traditionally, through the audit committee.  I think we have tended towards maturity models and things like CSF framework, which has great, great colors.  If you're not familiar with the NIST cybersecurity framework, it can be a great way to talk to the board.  And I think that's because, ultimately, in addition to, Cathy, one of the things that you said and engaging on key issues and issues of the day.  
I mean, you know, my general impression is that the board is interested in understanding the overarching risk narrative for the university, and they're there for me to sort of tell them where our risks are, our most important risk, in some way that doesn't, like, be counterproductive for discussion in moving forward.  And so, oftentimes, it's part of a conversation setting up the table or explicitly asking for investment or feedback or input or assistance.  
Oh, that was perfect.  
Yeah.  So, again, I mean, you know, if there's more questions about the board stuff or people have other experience that is they want to share in the chat room, then please do that.  Otherwise, hopefully we helped answer the question for Maureen and some of the other folks that had asked about this.  
And real quick, I wanted to go back to Leo Howell's question about whether anybody was measuring security awareness activities, internal and external, and I wanted to say, yes, that's something we do.  We have required security awareness training and we do fishing simulations, so those are kind of two metrics points; right?  So, how many people are taking their required training within the timeframe that they're supposed to, and is it successful?  That's kind of one metric that we're showing.  And then the other one is, we're only in year two of our fishing simulation programs, but that's showing, hopefully; right, over time click rate, the trend that you're actually changing the behavior of your community by fishing them, and then when they click you don't say, "You're in trouble," you say, "Hey, if you were looking, you might have noticed that this was something that would have been a key to wire a clue;" right?  So, it's a training opportunity.  And over time if you're sending similar messages types over time; right, hopefully, over time, that rate will go down, so we are doing that at AU.  
I can tell you, at Butler, I can tell you how many people have received the mandatory HIPAA security training, HIPAA privacy training on campus.  That ends up rolling up into one of the domains for the security maturity.  So, I can tell you the number, and then I roll it up all the way up into the maturity model, so.  
My sense is that awareness and training metrics, in terms of outcomes, are some of the hardest to get sort of direct correlation.  Ideally you have a pretest and then some form of training, and a premeasurement, some sort of training or awareness, and a post measurement, and that can be really hard at the individual level.  The self-fishing stuff that Cathy and others have described are maybe best ways we can know right now, because we know, you know, what the outcomes are and we're in control of the test and the experiment.  
You can try and build that in with your training and awareness person.  It takes a little bit more tolerance from people to go through the pre-assessment and the post-assessment, and in our environment, oddly enough, I've found that people in higher education don't like to be tested.  I don't know what the implication of that is, but I've always been amused by it.  But we are trying to work at that at Penn, as we roll out some very light, you know, short modules, two to three minutes.  We're going to see if we can get a couple of groups.  We'll get an in of, like, a hundred or 200 or 300 people to do some pre- and post-assessment, and that hopefully would give us some measurement and scoring at the end.  I also think OFU is doing some behavior metrics, and you may want to reach out to them and Hal and Pat may be able to say more in the chat area as well.  
I see a question in about -- from Scott, how many of you had good vulnerability management or pen testing metrics?  I don't have any pen testing metrics yet.  But we've had great success with longitudinal vulnerability management metrics.  So, there, what I'm saying is it's not enough to know that I've got 18 systems that are vulnerable to WannaCry.  I want to know I have the same vulnerability on the same computer this week that I did last week.  We've got policies around how long you have to patch things.  We all kind of understand that time to patch is an important metric, and measuring down your criticals and your highs down to sort of zero, and then starting to chip away in an intentional way on your mediums and your lows -- because we all know that, you know, medium vulnerabilities can get you just as badly as higher criticals -- has been really valuable to us.  So, that sort of look across time, and then also managing by severity has been an important measurement for us, so I hope that helps.  
And I can say, Josh, that at AU we do a very similar thing.  You know, it was crawl, walk, run; right?  And we've really come a long way over the last eight years doing a lot of that.  And in some states for a period of time, including in our web application vulnerability assessment, same thing, we just literally kind of left medium and lows on the table for a little while because was a resource, not in the security team, like across the IT department to attend to these issues.  And now we've moved forward, fast forward to today, 30-day patch policy on the operating systems and the applications, and, my goodness, just is a combination of the right chemistry, of the staff, technology changes, and just maturity, and it definitely can be a really valuable metric and important over time.  But we definitely track that as well at AU.  
And at Butler, we're kind of in the crawl stage for the vulnerability.  We have gather the data, but I don't have a mid-level metric that's below a board kind of thing to help us look at that yet.  So, there's a lot of different things that we probably need to be looking at or measuring at a mid-level that we're just not there yet.  We've got everything, like I said, rolled up, so, yeah.  
Barry from Rice makes a great point in the chat, which, it's important to start tracking for a baseline sooner rather than later.  Is that experience -- that was certainly my experience.  You want that baseline to know how you're doing.  And this is the just get started.  Anything that you start collecting and looking at on a regular basis is going to start you driving questions and looking for answers kind of behind the metric, and hopefully driving improvements in your program.  
And one added thing to that comment, I think that's right.  I agree a hundred percent, Josh.  The other thing is, right when you're using the capability maturity model or some sliding scale, like one through five for your effectiveness, it is important to start talking with the people that you're trying to deliver these metrics too; right?  And an agreement, are you trying to fly this often described as optimized; right, the best.  You know, it's an A plus.  In all areas where you're measuring, or the areas that you're measuring, are you trying to get to an A plus, and so, you know, because we know in security you can sometimes reach pretty darn close with enough money and resources.  
But across our very broad set of responsibilities, is every area going to have that same level of measurement?  And I think that's different from institution to institution and from area, you know, to area, how much money are you going to throw at security awareness and when are you going to declare, okay, you've got to come back to it, nothing's done, done, but when are you going to declare that's kind of good enough and now I'm going to move over to this other thing because I am never going to have enough resources to do everything as once.  And I think that's important thing to kind of talk about.  You know, you're going from reactive towards proactive, and that optimization, that one through five.  But is optimization on every single area of your program what you're trying to achieve?  
And we talked about Butler, we talked to the board about that.  They understand that sometimes the three might be just as good as it needs to be, you're right.  Because to make that next change might cost so much more money, that it just doesn't make any sense to put any more effort into it.  The other thing that I've been successful about the board about is that they now say what are we going to do when the next incident occurs not if the next incident occurs, because they need to understand that there's always going to be risk.  It's never a risk-free environment, and what is our preparation for dealing with these things as they show up, so that's what these metrics have been useful for me when talking to the board.  I'm trying to read questions now.  Sorry.  
So maybe talking a little bit, just briefly, about some of the benchmarking tools.  So, Eric talked -- and, boy, you guys, if Eric's willing to share, and I know he has with some of us, he has really taken the height of security assessment tool level to be able to do that five-year kind of view for his board, and it's really fantastic.  So, it can be in the crawl stage all the way up to pretty mature leveraging of that high security assessment.  For those of you that haven't used it, it's great to check it.  And when I first did it, I just did it with my security team, and then I went and sat down with the directors of the different functional areas in the IT unit, and didn't even get into deep discussions about what the questions even read.  I just wanted them to answer it as honestly and authentically as possible to see if maybe there was even a gap in awareness about what our team provided as a service.  
So, it's a great assessment tool to just kind of get a handle on what you're doing, and even just within, for us, our central IT, to see what they knew about what we do and what we don't do.  So that's a great tool.  Core data survey, for those institutions that contribute tot, you could see a lot of us used it on our introductory slides for our university.  There's a lot of good data.  And I know that there's going to be some changes.  EDUCAUSE is looking deeply at the security module, but it's still will have some great value adds.  
And another area, for those of you that are Gartner members, they have an IT risk score assessment that allows you to kind of measure, I think, about six different points across your information security program.  So those are kind of higher-level metrics, but they give you that kind of bigger picture about the various areas of your program and how you're doing.  And if you commit to filling those out every year, every couple years, you can start to see that progression and change maturity as well.  
I'll give a plus one to that, Cathy.  I have had great success looking at things like CDS as a means of providing data.  I'm a huge fan of the peer metric, however you can get it.  It's been one of the most compelling narratives that I have.  Because, of course, everything is relative.  We're all doing information security work in the higher ed space, and we have different budgets and tolerances and different cultures than other sectors.  

And, you know, some of my slides -- I just remembered the time that I got a group of peers and asked them how many people were in their central security program, and I did that as a ratio of the total number of employees at the University, and I put that on a slide in front of a very high-ranking administrator here, and he said that was an amazingly effective slide.  You'll get the head count you need.  I don't ever want to see that slide again.  So, those are good stories, and I think that tell you a lot, and it doesn't take a lot, often, to sort of reach out to your peers and ask them for your input, or to use core data service that are already out there.  
Probably the point on that, I suppose, is find something, see what it looks like, test it out internally, see if it's capturing or present thing kind of story you need to present, and then move forward from there.  Start somewhere.  
I think that's well stated, Eric, and then kind of the theme throughout, you know, our panel discussion here today.  And I think we've kind of hit on this in difference ways; right?  It's what story are you trying to tell?  Are you trying to get funding for something?  I think Josh said that earlier.  Are you trying to just demonstrate that you're moving the needle?  People are not clicking as much on fishing, so hopefully that correlates to less incidents; right, less passwords that are being grabbed.  
What are you trying to do?  Are you trying to show that you've got money, and money was given to your budget to implement a particular service, and now you can demonstrate that that service has improved the maturity of the organization, whether that's resulting in fewer incidents or more efficient patching, whatever that is?  You kind of have to figure out what your story is, and then kind of gravitate to that.  
But I also like what Eric said, like, just trying on some of these tools.  They're not heavy lifting to kind of go through and answer some of these questions.  And if they are, that's telling for you; right?  Because you can go, "Oh, my gosh, that's a dark corner that I don't know anything about.  I need to go seek more answers on this particular area."  And that will lead to maturity and possibly an opportunity for metric.  
Wow, Josh, Eric, and Cathy, thank you so much for your time today.  This was a really informative session, and thank you all for contributing in the chat and the in the Q&A.  We are going to reset the stage for our next presenter, so we're going to go silent for about 30 seconds, and then we'll be right back with you.  
Thank you.  
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