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Welcome to today’s Industry and Campus Webinar everyone. This is Sean Kennedy, Online Event Producer at EDUCAUSE, and I will be your moderator for today.
EDUCAUSE is pleased to welcome today’s speakers, Avi Chesla and Aaron Baillio. I will introduce them in just a moment, but first let me give you a brief orientation to our session’s learning environment.

Our virtual room or learning space is subdivided into several windows. Our presentation slides are now showing in the presentation window, which is the largest of the six. The tall window on the left is the Chat window, serving as the Chat commons for all of us. You can use the Chat space to make comments, share resources, or to pose questions to our presenters. We will hold Q&A until the end of the presentation, but we encourage you to type your questions into the Chat throughout the webinar. 
If you have any audio issues, click on the link in the lower left-hand corner, and at any time you can direct a private message to Technical Help for support.

And now let’s turn to today’s presentation.

University campus networks are very vulnerable to cyberattacks, second only to health industry. The higher education sector faces a unique set of challenges that begins with the basic characteristics and behavior of its users. Students, faculty, and staff are constantly on the move, plugging into university resources from many locations and different devices without restrictions on their online traffic. This behavior makes the sensitive information they hold a juicy target for cyber attackers. While this scenario may warrant setting up harsh restrictions, a university is a dynamic place fostering a free exchange of ideas, and we want it to remain so.
So how is it possible to monitor this huge amount of information to detect threats without violating privacy? So we are delighted to be joined today by Aaron Baillio, who is the Managing Director of Security Operations and Architecture at the University of Oklahoma. Aaron spent the first ten years of his career with the Department of Defense traveling the world and supporting both in garrison and deployed network operations and information assurance. At the University of Oklahoma, Aaron covers the whole range of security operations from day-to-day sustainment to incident response. He supports the entire university in security operations and advises on departmental security projects.

We are also delighted to be joined by Avi Chesla, the founder and CEO of empow. Avi is a recognized leader in the internet security arena internationally. His expertise in product strategy, cybersecurity, network behavioral analysis, expert systems, and software-defined networking. Prior to Empower, Avi was CTO and VP of Security Products at Radware, where he was responsible for defining, leading, and executing the company’s strategic technology roadmap and vision. Avi’s views on industry trends and best practices have been featured in articles, white papers, and on the conference speaking circuit. And he earned more than 25 patents in the area of cyber solutions.
And with that, let’s begin today’s webinar. Avi, Aaron, over to you.

Thanks, everybody. It’s Avi. Thank you for attending, and I hope you will enjoy the sessions.
Yeah, thanks for the introduction, Sean. I appreciate it. I’m happy to be here.

So, with that, we’ve done introductions. This is kind of an outline of what we propose to talk about today. Again, please insert your questions as we go along, and we will either provide those responses during the presentation or maybe at the end.
The University of Oklahoma, we have, between the three campuses, we have about 30,000 students. On the Norman campus, where I work, we’ve got about 24,000 so that kind of gives you a size of the campus. We are an R1 research university. Have a fairly significant research campus, research park, here. In 2013 we worked ranked number one research campus. And kind of our national recognition comes from National Weather Center. That is located here. It was established in the late nineties by President Clinton, and most of the weather research does flow through here. So it’s a pretty cool facility.

All that being said, I think most people recognize the University for – for our athletics. Maybe not basketball this year, but we – we’ve had a number of championships over the course of our established career. In fact, I’m fairly certain both men and women will earn another national championship. That will be four for men’s, and I think three for women’s, in a row. So.

That kind of sets up the institution. The reason I wanted to talk about our size just – and the research is to kind of highlight some of the issues that we face. And hopefully you guys – it will resonate with each of you at your institution.

Here’s kind of – kind of what we’re talking about here is being able to maintain privacy. Protect regulated data. Protect intellectual property. While at the same time being able to facilitate, you know, the open exchange of knowledge and ideas.

You want to take that one?
Well, this kind of fleshes out the different data types we have. So, obviously, financial data from tuition and fees to business arrangements, business associates. Operational data. You know, that would include your FIRPA-regulated data. Personally-identifiable information. Health and medical. So those go hand-in-hand. Our, you know, I spoke about athletics. We have a huge medical team with our Athletics Department. We have a clinic on campus. We have one of our – the sister school in Oklahoma City is a – a hospital teaching facility. So we definitely deal with a lot of PHI.

Third-party research data. You know, I thought this was particularly appropriate given the recent FBI release about the Iranians who have been abusing universities for the last three or four years, basically stealing intellectual property, research data, and kind of third-party subscriptions that a lot of universities have. So they were using compromised accounts, social engineering, and basically copying this data for the last couple of years. And there were a lot of universities affected.
So what’s the challenge? We have a huge set of devices, a lot of them unmanaged, even among faculty and staff. We found average a student will have five devices. So, you know, when you have 24,000 kids here with five devices, that starts to create quite a load. I mean, our wireless networks on average have about 20 to 25,000 devices at any given time. You know, and there’s – there’s no control over a lot of those.

Freedom of Information. We want to share information. That’s kind of how universities thrive. So we do want to facilitate that exchange. 
Lack of visibility. And this is kind of different at institutions, even between us and our sister campuses. You know, policy is not universal. While we have a data classification policy, there’s not a lot of enforcement behind it. So, you know, based on – on culture and data governance at each institution, or even between sister schools, it’s – it’s hard to get visibility and control across, you know, all of the different environments.

At OU we’re a decentralized IT shop. So central IT is a fee-for-service model. And if a department or college decides that they would rather contract – or use their IT dollars with someone else, another provider, or do it themselves, they can do that. And so they’ll set up a firewall. We give them a Class C, and we don’t know what happens in that environment. And though we still see some things and we have some shared responsibilities, you know, having a decentralized IT structure does provide a lot of opportunities for security.

Network segmentation is another issue. I know, again, some institutions are better than others about, you know, walling off students or having a more kind of open network.

Experimental nature. You know, we – we use a lot of open source tools because of budget reasons, because of staff. And so what happens is you’re either demoing a lot of products or you’re spending a lot of time, you know, developing these open source tools that may or may not provide the coverage or the insight that you’re looking for. So that starts to become cumbersome.

And then kind of the last thing that we see a lot of is you do have some money to buy products. And what happens is, in a lot of cases is, you either don’t have enough to buy the thing you want or that fits in the best, or you don’t have enough money to kind of complete a 100% implementation. So you wind up with a 70 to 80% implementation. There’s misconfigurations. Or you’re not getting the coverage you need. You didn’t get the training to use the tool as well or appropriately. So that, you know, creates a lot of overhead and effort on the security team, can continue to be expensive.

So when you take all of these, and then the – the data environment that we talked about on the previous slide, you know, it starts to look somewhat daunting as to how, you know, how do you start wrapping your hands around all of this and create, you know, conformity to privacy, regulations, and all those kind of things. So.

That definitely described our environment. Like I said, we have – we have open source tools. We’re using ElasticSearch. We’re using Bro. We’re using some other open source tools. And while it’s great, and we’ve had some success with our implementation, you know, it still takes manpower and time to write correlations. So that’s where we try to partner with third-party companies like empow to really bring in their expertise and insight to help inform us on these correlations and help us to start, you know, addressing data governance and privacy.
I’ll let – send it over to Avi to pick it up from there.
Yeah. Thanks, Aaron.

So I think Aaron described it very well, you know, the conflict or the challenge of maintaining privacy while having a very effective security system. And obviously here there is a challenge. And when we are talking about or trying to elaborate about the challenges for the security work inside the university campus, we ask the following questions.

How can you really protect the users and the services inside the network while not exposing the private information. Because you need access to this information enough to understand if there is an anomaly, or there is some kind of a breach, or someone is doing something that looks strange and might lead to any kind of, you know, breach or an intrusion.

So how you do that with minimal caching the data and minimize the amount of data that you need to store inside the organization?

And the questions are asked because as long as you need to maintain more data, which includes private data, it means that there are more targets for attacks inside your organization. The threat surface becomes wider. So the chances, the probability, to violate the privacy become higher.

And I think that if – if five or ten years ago the approach was let’s try to really use all the computer resources and analyze all the information, it’s something that is not feasible today. It’s really what we call mission impossible. And the reason is that, as specified here, first of all it is very expensive to analyze all the data. Everybody is aware of the Big Data problem meaning that if you want to really inspect each backup, each roll data, each log, inside your network, it will become extremely expensive to do.
Now at the same time we are talking about scalability issues. Even if you have enough money, and you throw all this money on that problem and analyze the data, you really create a system that can be very heavy, and slow, and complicated. So you don’t want to do that. Because we don’t want to be slow. In today, threats – the frequency of threats and the sophistication of threats – all of us need to think how we can be more nimble in detection, meaning time to detect and time to respond. So very heavy, expensive, and large systems are not necessarily providers (inaudible).
And at the same time we need to comply with all the regulations as everyone mentioned.

So these are basically very fundamental challenges. To maintain privacy and at the same time to have a very effective security system.

And I think that an organization like university, not like other commercial ones, it’s even more complicated for them because take, for example, the insurance company, or banks, and any other pure financial institute. They can allow to put some walls and very strict segmentation around the people and the roles that they have inside the organization and the data.

And because of the reason Aaron mentioned before that talking about more open network, and change IDs and information, it’s not really possible in university campuses. So we it in University of Oklahoma, we see it in other universities as well. So to maintain that, this openness, is also a big challenge for university as well.

So I think now we talked about the challenges of maintaining privacy and at the same time having a very effective security system. Now let’s move to the other part and talk about what we believe should be the approaches, or maybe principles, that you should follow in order to make privacy and security to coexist together.
So I would like to talk about three principles. The first one is identify basic and advanced threats with zero human touch. And what does it mean and why is it important. It’s important because everybody knows that we need to understand and identify as fast as possible advanced threats, but how can we do it with minimal touching the raw data because as long as we touch it more and more, and need to store it, it means that there is potential for a privacy violation around it.

The second one is use your existing resources, your native system logs and storage. Try to – not to duplicate the data. And we’ll talk about that a little bit more in the following slide, but basically it means how you can maximize the native logs that your operating system, your networking structure, your servers, applications, so on, are generating. And how can you store it effectively and make use of that for security purposes. So don’t duplicate, don’t add just more and more security tools with more storage if you already have the data inside you.

And the third one, which I think is pretty straightforward, is how you can actually call the data visibility on the need-to-know basis. If you go back to the human factor, when (inaudible) here, for example, University of Oklahoma, maybe other university campuses, need to monitor the data, it doesn’t mean they need to look and be exposed to all the data. Can be exposed to data according to his role, according to a specific risk and intent of attack. As far as you can really call the (inaudible) effectively, it means that you expose the privacy to less violation inside organization.
So let’s now talk about each one of these principles in a little bit more detail.

The first one, I remind you, is identify the basic and also the advanced threats with minimal touching in the data. So you might all familiar with a lot of development that the AI, the Artificial Intelligence, community done in the last five to ten years. And there is a specific area which is called MLP algorithm, Metro Language Processing algorithm, which was very advanced in the last few years. And this area of – of AI allowed to understand open language, or metro language. And really read it and understand the intent behind it.

The reason that I’m talking about that, because you will see soon how this specific approach of this MLP algorithm can really help in the cybersecurity to detect threats while having very minimal touching in the data. Virtually zero human touch in the data.

Found great advantages of MLP that (inaudible) so he can actually analyze structured and unstructured data. And that, as you will see, will allow university campuses and University of Oklahoma to really digest all the data they have, different types of data sources, of logs and feeds, and really understand the meaning of each one of them without the human touch.
So first all, let’s take some analogy about MLP, and AI in general. So thought to give here a nice example, a very basic one, about Alexa. So what Alexa is actually doing, is capable of doing, is really understanding the language. So if a customer asks a question, or gives a command, the AI processes behind Alexa know how to read it, transforming it into some textual form, and then understand the intent of the customer, what he is actually asking.
Based on that, he knows how to thematically, or she, to answer. And provide – execute a command or provide the answer, the information.

So take, for example, a very basic question, Alexa, how many centimeters are in ten inches? It will understand it, and it’s very possible to think that (inaudible) understand we doubt real knowledge of the specific part of sentence. They don’t need to understand each one of the words, or the combination of these words. And still are generic enough to understand the questions.

So it will answer. And it will happen in real time. Or very near real time.

Now let’s take that concept into security, with Metro Language Processing. And let’s say that the security analyzing the sock, could be Tier 1, Tier 2, or Tier 3, depends on the level of investigation, ask a question. For example, what is the intent of – and you see here an example – W32 dot romnick (sp). It’s a name. It’s a name that was exists in some security log coming from – through the detection system, or (inaudible) device, or any other.

But analyst doesn’t know immediately what is the intent or the potential impact of this malware, or virus, or intrusion inside the organization. So we will ask that question. And the MLP processes and algorithms inside the system will take this request, first of all will understand this request or this question. Then it will know how to retrieve more information that is relevant for this specific malware from a third party’s research later, for example. Process it, and then provide the answer. 
As you see here, W32 dot romnick intent is to hijack online banking sessions. And then access and steal the victim account information. So now the analyst understand – immediately understands what is the risk, if that risk is relevant so you will prioritize that automatically or immediately. And also what type of investigation or remediation or prevention measure you should take because you understand what is the technique that this malware or virus typically use in order to exploit vulnerabilities or steal the data.

That’s to give you a little bit more when we elaborate more about that as we talk about taking the MLP approach and understanding what is the intent of this log or this name or this object.
What the system actually does, and this is what actually empow is doing with our system, we know how to get the question automatically from the log. We don’t need even to analyze, we just get a log, read it, see what this log means. And then go and search for associated data, research data, from different third-party data sources. Private and public ones. Blogs and so on.

Take all this data, like CV, as you see here. This is a textual – textual form that can be aggregated and processed by the algorithm. Identify to the algorithms the important sentences. And then make a conclusion. And the conclusion is the answer. The intent of this malware – this malware is this is actually financial (inaudible). And this is the technique that he is going to use inside the organization. Now maybe you are vulnerable to that, maybe not. But now you understand exactly what is the intent.

Take it one step further to understand the practical use cases. So basically AI-driven data analysis would (inaudible) zero human touch which this is what we are trying to achieve because if the system can do all that without exposing information to the human, meaning that the human (inaudible) doesn’t need to be exposed to some of the private data and the behavior of the users inside the organization. Which URL that is going to. What is the (inaudible) behavior? Which type of object they are downloading. What type of attachment they are getting. All of that can be very private data. And AI can allow you, with MLP, can allow you to do it.
So what you get, you understand the intent, and the moment you see the alert you can prioritize and respond accordingly. And adaptively. 
And you can also plan ahead. You can say, if the intent is from this type, I want to respond in that way. If it’s another type, I can respond another way. So this is how you prioritize and coordinate your action. It can be applied to any kind of data and any data source. And it allows you to scale. Because think about the amount of logs and events that you have in an organization like – like University of Oklahoma. You are talking about thousands of events per second, (inaudible) per second. It doesn’t matter how many analysts you will have, or how many money you will throw at that problem, you will never be – you will never be capable of analyzing all the logs and then discerning the intent and then prioritizing and so on.
That’s, yeah, 50,000 events per second.

Sorry. Fifty. So it’s 50,000 events. So you can understand the need for scale.

Yeah.

This is exactly where AI can help.

Yeah.

Now I want to talk about principle number two, which is of different type. And I mentioned that before to mean use the existing native system logs. So, when – when we see here the network, very advanced network, there is SDN switches, there are different types of advanced storage, and ElasticSearch, and log infrastructure. All the operating system here. And workstations. And (inaudible) generate logs. These are what we call native logs. There is a lot of data in these logs. If there is someone that can aggregate as University is doing, and then analyze this data, and sense out of it, and understand the security meaning, of course it will be great. But this will – will allow to have a more effective security system inside here, the network.
But also it means that you can use all these logs in one repository, in one log infrastructure, and not distribute it in different types of data storage around the organization, which just increases the chances for privacy violation.

So taking that, and maximize that, adding all the pure security tools and the logs, and do it all in one repository. Today the University of Oklahoma actually show that. They have a very unbelievable, powerful log infrastructure that you can use in one place and take and search specific evidences in order to correlate it later on very effectively. We don’t need to go to different storage.
So at the same time you have a very effective log infrastructure and analytic system that can sit on top and analyze everything and maintain the privacy because this log infrastructure is well maintained. It’s in one place. Of course it’s clustered in order to achieve scalability, but it’s one place that can be guarded very well and not just distributed all over.

And the result that you get is that you minimize the data and keep privacy by that. Very scalable. And, of course, very economical because you don’t need additional storage.
So once you go and try to create some more, you know, adaptable (inaudible) around your data that you have and putting what we call the next generation seam solution in your network, make sure that they can use the existing storage and they are not duplicated (inaudible). I like to say don’t duplicate. Really activate what you have already. Maximize what you have.
And the last principle, which, as I said, I think is most straightforward here, is a solution that allows you to coordinate data visibility on the need-to-know-basis only. And based on intent.

So the solution that you choose to integrate into the network that can analyze all the data, including the native logs and data feeds, including the security logs, using the existing storage, using the AI to analyze that, and analyze the intent, correlate that, prioritize the threat, need to visualize that to the sock engineer or the sock analyst in a way that allow you to really comply with different regulation if you want that one will see – think that they are related to accounts, and fraud around specific accounts. It will be one person that will be responsible to do that. But at the same time, you don’t want to share this type of information with any other roles in your sock. So your system need to be able to visualize and coordinate that according to the risk, according to the intent of the attack. That will help you to make a more effective sock but at the same time also maintain privacy better.
So what are the key takeaways from the session here that we would like to emphasize? So privacy and security can go hand in hand. It’s really how you deploy your system and how – what type of solution you decide to select to deploy.
And we talked about the zero human touch in the data by using AI-powered correlation analytics engines in your organization.

We talked about maximize your existing native system logs, your operating system, network logs, and so on. And by that, actually, you really maximize or unlock the (inaudible) power that your (inaudible) infrastructure already have. This is what I meant by don’t duplicate, really activate. And at the same time, it maintain privacy better. You don’t duplicate the data. Use the existing data. Again and again.

And the last thing, which is more operational, is how you coordinate data visibility per needs and risk.

And I’ll just open everything to everyone.

So (inaudible) I just want to introduce you very briefly to empow. Empow is a cybersecurity startup company. Israeli-based. We have offices is Israel and in Boston.
Our solution is a next generation seam. It is a security platform powered by AI algorithm, MLP-based algorithm as I mentioned during the presentation, which provides intent-based security orchestration.

We were selected as a (inaudible) vendor in 2017 for (inaudible) management (inaudible) by Gartner. And we were one of the top destructive technology in the cybersecurity market that Forbes indicated.

Very heavily invested in the technology. We have more than 15 patents around MLP, AI, and other orchestration mechanisms.
In very brief, how our next generation seam works. We collect logs and data feeds from the existing infrastructure. It can be from the security tools, it can be from the existing log infrastructure. As you see – as we so here in University of Oklahoma.
Our AI algorithms know how to read these logs and reach them with additional data from third-party threat centers, log threat encyclopedia and so on. Read all this data and understand the security meaning, what we call the security intent, behind each one of the logs. So we automate all this process.

And then it allows us to correlate it. And correlation is very important. We have so much data from different sources. You know, to understand there is a real threat in the back story that is being developed inside your organization, you need to know how to correlate it. And not according to the static and reactive correlation rules that seam provide today.

Our system know how to understand the cause-and-effect relationship between each one of the logs that exist in your network, that your network is generating to our intent classification. And by that it actually automates the creation of correlation rules. And the maintenance of correlation rules, which is huge effort. We’ve got a lot of expertise, and by that we create maybe the first thing that is not reactive, it’s actually proactive.

And then we take it one step further and based on the attack intent and the priority of the attack, we orchestrate, or deductively orchestrate according to the intent, different types of responses, including investigation, remediation, and mitigation by using the APIs, or integrating with the APIs of the tools including firewalls, end-point solution, and our network-based security solutions.

So let me just jump in. So this was – when we approached empow, that was our kind of key use case is – is what Avi identified it in this cycle here. So we have dump in a lot of money, a lot of time on our ElasticSearch cluster. We’re ingesting a lot of log sources now, getting, you know, Sis log, and Bro logs, and can easily now index and search through all this data.

The capability gap that we identified, though, is – it’s going to take us a while to right data correlation rules. And so that’s kind of where we approached it is, hey, we don’t want to buy a new sim, right, we’re kind of developing our own thing. What we need is the capability to identify the threats and intents without having to buy, you now, a huge sim deployment or, you know, replacing certain technologies with something else so that we can get there. So, it’s kind of the best of both worlds. It’s providing that correlation and using the security tools we already have to provide, you know, good information, the intent, and if we need to, a remediation action.
Thanks, Aaron. 
And this is just an example of one day of – a few days of log. I don’t remember exactly the timeframe, but we are talking about this (inaudible) about how many logs were aggregated for a certain amount of time. And you see the operation of empow security platform through classification, which included (inaudible) that minimized the data because there was a lot of duplication here. So we actually de-duplicated a lot of the logs, consolidated them or grouped them under one intent.
And then attack stories are prioritized according to a traumatic correlation called an effect relationship that we identified, the system identified by itself, with prioritized risk. And you see that from 335 millions of raw logs, we get seven prioritized attack stories. And that tells the whole story here. About how you make your existing log and infrastructure much more effective.
So I would like to thank you all, and thank you, Aaron, for participating and contributing all the information. We are open to any question that you may have now.
So I see a couple in the Comments section. So someone asked about SOFOS (sp) end points. We’re using Dell (inaudible) agent. We’re feeding our logs into that, and I think it only takes a day or two for a new data set to be processed.

Yes, I think that Silence, when we came to deploy the system in University of Oklahoma, it – also Silence took something like a day or two just to implement our classification engine of intent and to the stage that it can actually digest and classify all logs from Silence. And this is one of the advantages of the MLP. It’s not – it’s data agnostic. It doesn’t matter if it’s Silence, (Inaudible), or (Inaudible). The language is Metro language. Which it usually use that exists at the logs. The system can adapt very fast and understand this log. So all what we need to do is adapt to the structure of the log but not to the content of the log. This is – the huge work is to adapt all the time to the different content that each one of the products can generate and then correlate accordingly. And this is what we are doing automatically.
The second question is, how are you managing your campus on computing assets regarding the enablement of local administration security strategies?

So we don’t have a local policy. In fact, we don’t even have a mandate to join the domain. So most of our users are local admins, and we don’t have a (inaudible) or anything else. We’re not forcing anyone to – to participate in that. So what we rely on is network logs in a lot of cases. We have about 5,500 end points with our Silence agent, so we know – we do get some data from those. But, unless it’s, you know, getting caught on a network sensor somewhere, or DNSDHCP, you know, we don’t – we don’t know what’s happening on the end point.

But that’s kind of the beauty of this product is for the logs we are collecting on the palos (sp), Bro, getting all the session metadata, we can paint a pretty good picture of what that end point is doing without knowing exactly what’s running in memory or what was executed on the end point. Based on callback activity, what it was downloading, what sites it’s visiting, and what not. So that’s what empow does is it takes all these disparate log sources and helps us make some sense out of that.
Fantastic, Avi and Aaron. Thank you so much for today’s session.
Just a note to our attendees. If you have questions, please feel free to put those into the Chat. We want to make sure that Avi and Aaron can address those for us today. So we’ll give our attendees just a few more moments here to see if they have any additional questions.

Avi, Aaron, while our attendees are kind of thinking about that, any kind of closing comments you’d like to share about your experiences?

I mean, for us it’s been a great experience. They’ve been really easy to work with. We’ve been working with empow nine months – six to nine months – something like that. A fair amount of the head of that was kind of POC and, you know, their – their startup. And so, you know, they were kind of getting their feet wet, cutting their teeth on education. And they’ve actually expanded to other campuses now, so, you know, we’re kind of officially engaged, and it’s been working pretty well. And we started to explore how we can leverage API, ElasticSearch, and other log sources, and we’re kind of excited to see how it grows.

Fantastic.
Feel free anyone who want to reach out to me directly. My email is listed there. I will be at the Security Professionals Conference next week, so flag me down. My engineer will be there, too, if you have specific questions about our ElasticSearch cluster and what we’ve done there, and anything else you want to ask.
Yes. So just – just also to mention that we will be in EDUCAUSE next week as well. Representative of empow. And we’ll be the week after in the RSA. We have a booth there. So everybody is welcome to see the – how this work in action with at least two demonstrations that you can play with and get introduced to the technology and the different use cases that we could help you with.

Another question about how long we’ve been using Silence agent. We’re a little over a year. We kind of went live December 2016.
Anyone else have any questions, type in real fast?

It would be nice to, you know, like was just posted, the audio, slides and everything else will be recorded and posted. If you need, again, if you need to reach out to me directly, I am happy to answer questions as well.

Well, fantastic, Avi, Aaron. Thank you so much. And on behalf of EDUCAUSE, I want to thank all of our attendees for joining us today for an engaging session and conversation.

Before you sign off today, if you could please click on the session evaluation link which you’ll find in the bottom left-hand corner of your screen. Your comments are very important to us.

Again, as Aaron just mentioned, today’s session’s recording and presentation slides will be posted to the website later today, so please feel free to share those with your colleagues.

On behalf of EDUCAUSE, this is Sean Kennedy. Thank you so much for joining us today.

Yeah, thank you.

Thank you.
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