The University of Oklahoma has developed and implemented a security incident database developed entirely on widely available open source software products. The Web-based system allows users to enter, annotate, block, and send notifications to users and administrators. The system has been in operation since 2001, with more than 8,000 incidents entered to date.
Welcome

Introduction 1


Title



Name



SID: One implementation of managing our security incidents in a multi-user (security group) as well as how we communicate with others (service center/helpdesk)

1890, the University of Oklahoma is a doctoral degree-granting research university 

The Norman campus serves as home to all of the university's academic programs except health-related fields. satellite OU-Tulsa. 

OU enrolls more than 30,000 students, has more than 2,000 full-time faculty members, and has 20 colleges offering 153 majors at the baccalaureate level, 133 majors at the master's level, 75 majors at the doctoral level, 20 majors at the first professional level, and 18 graduate certificates. The university's annual operating budget is more than $1 billion. 

Overview 2


In this presentation I’ll show you our tool set, how we operate and how we got to this point, procedures. How we define an incident. What we plan to do in the future.


Purpose 3



Development



Had to do something, think about 5 years ago



Had to deal with the situation, but solving created tool


Personnel 4


Central IT



How we are shaped what this SID needs as far as bodies to support.


Tools 5


We use many tools to detect problem, that is not our SID. Those become sources of information. Everyone in Security training on them. Use Attenza now, changing to something else now.
History 6

Evolution:



First Phase: Notes 7
Sticky Note [picture]

Flat Text File

Flat Text File Online (cgi)

Need Track Changes (difficult)


Edge Switch Disabling



Second Phase: Database 8



CGI interface




Linux based scripting




Incorporated blocking (expect)



Tracking Changes (transaction tables)




Simple web interface for helpdesk




Different ways of blocking, sometimes switch port disable.



Third Phase: Web based interface 9



Establish CART protocols




Incorporated MODEMPOOL & VPN data




Multiple users, tracking actions and changes




Alerting





Later: Became value-added resource SLAs



Fourth Phase: Golden Age 10



Tied in forensic tools





NBTSTAT





Nmap scans





HPopenview’s locate




Open Multiple Incidents [from Virus outbreak]




Expanded Reporting

Mechanics 11

Get right into our tools, what depends on what, dissect incident, processes

Tools: 12


MySQL (mysql.com)



Perl (perl.org)



Apache+modSSL (apache.org)



PHP (php.net)



Linux (redhat.com)




Currently a heavily modified 7.2 -> AS 4



Expect (expect.nist.gov)

Components: 13


Arpcache Database 14



Architecture dependant, centric best




Every 10 minutes download IP<->MAC associations




Establishes network access timelines





MAC associated with IP how long





First seen / last seen




Later: became a forensic tool




Example of MAC change over time on incident




Stolen Laptops?




PICTURES IP<->MAC Changes vice versa 15, 16



Imagine Uses 17




Network ppl, technicians before they even go out on call, whats the mac / ip of the machine. Going in with more information that what they had before.





Track Usage IP Space





Forensics





DHCP Usage/Planning





Find Non-Compliant Devices





Supports the SID



Nullroute Database 18



SID for off campus




Similar design for external (off campus) addresses




Enter Complaints




Track Incidents




No MAC Addresses




Null Route instead of ACL because Router USAGE




Pictures of NULLROUTE DB and Commands 19, 20


NETREG 21



Network Registration built on similar tools




Students Redirected to web page via DHCP/DNS




Requires Login




Fill out form, 1 minute later DHCP reloaded




SID can import this data

The Incident: 22


Defined:




Public/static (helpdesk) information: 23




IP, MAC





Dates/times





Categorical information





Department






Network






Type of infraction





Description





Blocked (y/n)





Resolved (y/n)





Confidence





Information only






Action Required/Requested






Action Performed





Source (email complaint, automated scan…)





Student/employee identity





Screen Shot 24




Web development analyst not a webhead, vi



Everything else is a followup (private/public) 25




Notes (resolution, escalation, CART)





Additional complaints





Emails exchanged




Feelings into the database





Affects in Core Blocking 26


The Interface: 27


Helpdesk:




View only Static information



Security Team:




Query by 

IP

MAC

UserID

Network

Ownership




Edit Incidents





Add Followups






Everything, but static data






Built-in Followups







NBTSCAN







NMAP







NMAP FULLSCAN







FINDHOST








HP-openview tool





Block





Resolve





Email Alert/Update





Print




Status of the system





Who’s on/What they’re doing





Any Queued Email





Any Queued Blocks




Reports regular





All incidents within timeframe





Copyright violations within timeframe





Dormitory network incidents





Total of each type of incident


Non-Interface / Back-end



Blocking via Expect



Regular Reports



Maintenance




Update expired incidents


Procedures: 28


Copyright violations 29, 30
1. Notice comes in VIA (Security@ou.edu, abuse@ou.edu, reg_admin@ou.edu, or any other way)

2. Notify Designated Response of copyright violation. S/he then sends a letter of response to complaining organization (see attached example)
3. Enter into the incident database with all the appropriate information and a special note for second, third, forth, etc. violation.

4. Reasonably attempt to notify user or SA for first violation and subsequent violations notify the appropriate NetAdmin, FSO, or Student Affairs Office (for students only) (We are working on automating this as much as possible)

5. Disable machine

6. User calls Service Center complaining about network access

7. Service Center looks up customer information in database and finds user’s machine is disabled.

8. Service Center collects all user information and tells them their incident number; for the first violation they need to go to see Legal Counsel, 2nd floor Evans Hall and for subsequent violations the user will be contacted by their department or Student Affairs Office.

9. Student Affairs Rep. will have them sign the “Affirmation of Compliance” form that is attached.

10. Once the paper is signed then Student Affairs Rep. will notify security@ou.edu.

11. The machine will then be reactivated after security receives notification from Legal Counsel on first violations, Student Affairs Office or departmental authority on all subsequent violations.

12. Signed Affirmation of Compliance forms are sent to Director of IT-Security designate on a regular basis.

Other Violations: 31

Similar to copyright except:



Campus Wide Violations 31
Other Violations 32
Verification of source is required


Multiple complaints of spam, etc

Blocking doesn’t necessarily occur at first notice

Planning Cost/Use 33


Regular Reports Useful for Planning




Imagine meeting with a department head




Armed with reports of every incident in the past year




Not going in with snort alerts. Going in with actions that the security team had to take against the hosts in that department to protect the interests of the University.



Reports at request (Perl)




Yearly reports




By Network




By Location

Lessons Learned 34


Extremely valuable


Experience of person who changed their MAC

Requires Maintenance 35

Future: 36

Integration with other tools, snort, etc.

Integration with the NullRoute Database


On/off campus handled the same

Complete Redesign of the Web Interface

Reports as needed

Automatic Expiration of Incidents

Whatever other cool ideas I steal from this conference
