Educause Boulder The Promise and Pitfalls of AI and VR for Teaching


All right, let’s keep scooting along. We’re going to leap away from Indiana and head over to Rhode Island and Providence and go to Brown University. So we’re going to continue this exploration of XR technologies in learning spaces with the team from Brown. 
Jim – Kelly Egan, that is, is a Lead Instructional Multimedia Coordinator and Jim Foley is a Lead Instructional Designer at Brown. Kyle Nicholson is a Media Services Specialist and Kyle Slo – Sloane, rather, is a Senior Media Applications Specialist.

So, they are going to take us on another tour about the challenges and the opportunities of XR and AI in the classroom. So, gentlemen, please begin.

All right. Thank you very much. This is Kyle Sloane from Brown University. The first thing we’re going to talk to you about today is (inaudible) for everyone.
You know – actually – oh, yes. All right. Sorry for that little confusion.
This is Kelly. I’m going to talk a little bit about a collaboration between my department, which is Central IT on campus, and the University Library. This is a collaboration – so I manage the space called the Multimedia Labs, which are a series of labs on campus that help faculty and students use creative technology for teaching and learning. So that included both VR and 3D printings, and also video, audio, and other creative tools. 
And I work with a colleague, Patrick Rasleigh, in the libraries who manages a similar space called the Digital Studios, which, again, is used to kind of teach those creative (inaudible). And what we noticed going into this project was that there is a lot of resources that we had, we had printers, VR equipment, there’s other resources on campus, that were somewhat underutilized. And we were trying to find ways to get more students to use all these different technologies, and how could we do that.

So our initial – our initial technique was – or our initial thought was essentially to get – try to find a way to get them past this sort of the – the hump of – of the difficulty of these technologies, right? So with, you know, both VR requires a lot of training in 3D modeling and game design. 3D modeling has – printing has the same problem. So how do we get them over that hump? And then once they got over that hump, we sort of figured that they would be sort of the virtuous cycle of making and refining their projects would allow them to kind of keep learning those technologies.
But, of course, those technologies – that initial hump can be pretty daunting. So there’s a lot of pitfalls when learning the technology. There’s a lot of processes involved. But there’s also a fair amount of overlap. A lot of both 3D printing and VR technologies have similar file formats and ways of thinking about the technology that overlap, and that was sort of an opportunity to reinforce how the technology worked.
But one of the problems – the other problems we had beyond the sort of the complications of the workflow is that we were time limited and that both he and I were understaffed at the time. So we had to figure out a way to provide all these resources with limited staff.

So, what we came up with was essentially a workshop series that was nine workshops over a semester. And we kind of broke those workshops into three general areas, input and creation, so things like CAD design with modeling, photogrammetry, 3D scanning. More manipulations-based or editing of those models, so pinking, cleaning, etc. And then finally, various ways to help them. And our idea was to take – maybe take the same type of output and show it in different venues, right. So one way was to 3D print object – an object, but then also show it, you know, in a VR headset or in a Google cardboard, and then also in the environment like cave, which we have on campus as well.
And in order to deal with the limited staff, we recruited a number of experts. And this actually turned out to be the greatest strength. There’s a lot of people on campus that had various parts of the technology – had, you know, a lot of experience in various parts of 3D technology, and we were able to kind of capitalize on that and sort of weave them together more closely. So, for instance, with 3D scanning, we’re very close to the RISD campus at Brown, so we went down to RISD and worked with someone in their (inaudible) lab who had access to a very high-end 3D scanner. And then, of course, we paired that with some other scanners that I’m just going to show the various ways they work and, you know, the benefits – the plusses and minuses, etc.
As far as photogrammetry, archeologists have been using this for a while, and so there was a lot of expertise there. We actually had a graduate student visiting from Stanford who was able to provide a really great demo on that. And then we also relied on a number of our student workers for training in 360 video and virtuality, as well as CAD.

So what were the – some of the takeaways from our experience? One of the things that we found was that there was a fair amount of the extended period of the workshop series, because it was so long over the whole semester, was that people tended to focus on one specific interest or a couple of specific interests. There wasn’t really anyone that attended the whole workshop series, so this kind of defeated our initial idea of really training people so that they can have the full breadth of technology and then go ahead and just create.
So I think if we were going to go ahead in the future on this – on this series, and at least for that goal, we would look at a condensed timeframe. So like maybe some kind of boot camp where people could really get their hands dirty.

That said, obviously the big benefit was that we did a lot of connecting with people over, you know, like a lot of things have technical timing. So in addition to finding our workshop leaders, we found a lot of interest on campus among both faculty and students who had been dabbling or thinking about dabbling in either VR or 3D printing, and we connected those to both us and to each other. So a prime example of – there were a number of people from the medical center who had just started doing 3D printing for medical reasons, and connecting them to the other resources on campus.
And I think in the end, one of our biggest takeaways for Patrick and myself is we started seeing experts by association. Sort of a clearinghouse for finding other people who are interested in doing these experiments.

And from there, I’m going to hand it off to the Kyles.

Hi. This is Kyle Sloane again. So the next thing we are going to talk about is our personal classroom assignment. We were tasked by our CIO to develop a way for classrooms to know who he was when he walked into the room. And with no physical interaction of the room system, it was just as he needed it.
So with such an ambitious assignment we realized we needed to take a tiered approach utilizing existing technology limitations to build upon the specific technologies to work towards that thinking.
So we know this approach – we knew an approach would need to utilize beneficial automation techniques in combination with intelligent responsive systems which could improve the user experience while allowing us to experiment with new and innovative technologies.

Our first approach was to make the classrooms more responsive with limiting the physical user interaction. The way we went about doing that was adding motion IR sensors which would activate the lights and activate the control system. Then we integrated an auto detect for the input system where if a user plugged in their laptop or connected to the wireless projection system, that would actually turn the projector on, bring down the projector screen, get the room ready without actually even having to touch the - touch (inaudible) themselves.

One tool that we upgraded were the projectors. We went with the laser projectors instead of the standard bulb projectors. This helped us achieve faster on/off times with the auto detection.

Another thing we added with the motion sensors was a auto detect for when the rooms were empty. So that would allow the rooms to be shut down, saving electricity as well as preserving the equipment. Then we also had a reset function that would reset the system to the default settings if there were any changes during class.

The second approach we did was changing the graphical user interface. We tried to simplify and streamline the (inaudible) for the basic user but would allow us more control for the advanced users. So you can see in the top image there is our old system where you would select the input, assign it to the output, and adjust all your settings there. In the new system we tried to remove a lot of the buttons, basically, hiding the more advanced buttons in a subpage. So on the main panel, you basically – if you needed to use the touch panels, you’ve got your two inputs and you can select them if you wanted to override the auto detection system.
So with making all these changes, there was quite a few things that we learned. We experimented first in just two classrooms. And all of the teachers in those classrooms gave us feedback based on the changes we made.

What we made was that sometimes our predictions don’t always match what the user preference is. That sometimes what we think people need is not actually what they want. And sometimes the users don’t even know exactly what they want.

Some of the pitfalls of our trials here was triggering the system to turn on as soon as you walk into the room where the projectors would turn on, screens would come down, lights would adjust. That was not received well. It was a little bit too – too soon. Sometimes people didn’t need things on, and for it to not really trigger when it was needed is something that nobody really wanted.

Another thing was the lights and shades adjustment. So when somebody plugged in their laptop, originally we had the lights turn off and the projectors would turn on, shades would go down if there was controlled shades in the space. Again, this was something that we found that people did not want. So not all ideas worked well together.

We learned that automating certain technologies, or adding new features, can sometimes ride a fine line. And to the point at which they cross over from being beneficial to a nice-to-have luxury, or even a potential hindrance that may cause more technical problems than necessary when our ultimate goal is to improve and not over complicate.

Some other concerns that arose or some issues were concerned with privacy. So with audio listening devices, IR motion-sensing devices that fed detection to the system, and the tracking cameras for recording, added new factors or how a hidden technology can sometimes be seen as obtrusive, and we need to consider what policies and approaches we would need to put in place as future classroom tech evolves.

So sometimes the expectations of a tech-heavy room with automation and AI is a futuristic, science fiction environment that requires a lot of skill to operate. But our hope is to make as much of this technology virtually invisible to the user while still ensuring that everything just works.
All right. So I think we are to me now. This is Jim Foley. 
So, as a lead in here, just based a little bit on the Chat questions, one of the things that we learned from the workshop series that Kelly was running with Patrick, and then also the work that we did in the classroom, this was sort of a lesson learned scenario. So we have some experience with doing some virtualization, and by adding what we believe to be some AI elements, that we were not giving people the tools that they needed to really take advantage of what we were offering.
So, you know, what we did with automation in the classroom was argumenably – or arguably – some element of AI. And as we were approaching that, to take it to the next phase, which for us was adding Amazon Alexa to the classroom, we wanted to make sure that we were actually preparing people and giving them tools that they needed, essentially, to make successful use of that technology.

All right. So, so one of the first things I wanted to talk about was these were the actual questions that we had people experiencing, you know, that were asking, when we put an Alexa in one of our classrooms. So we have an experimental teaching space. And in that space we decided that for this semester we wanted to see how people were going to take advantage of using the Amazon Alexa. Part of that was preparing some folks for the space who were interested in it. But we also had a lot of people that were randomly assigned by the Registrar to come use the space because we wanted to also see how folks were going to interact with it who either, you know, weren’t interested in integrating it in their teaching but didn’t, you know, object to having it in the space.

So we were getting questions, and here’s some examples, essentially, from some of the students. Some of it was participatory in the course and some of it wasn’t. So you can see some of them were jokes, essentially, that set my alarm for 6:30, asking if you can help me with my math. But some of them were questions that we think, whether the Amazon Alexa could account for it or not correctly, were legitimate questions.

So, part of it is are we programming this and is it responding in a way that’s actually helpful for people. So an example here is, you know, set speakers to 20% or turn on air media. So – so let me just - . So what we found, that is working, is that in these spaces they are – they are effectively working in meetings and conferences. That it’s working well at repetitive tasks such as, you know, turn this on, turn this off. The folks that do remember the commands for the room because one of the limitations of this is we haven’t integrated with the (inaudible) in the room, but in order for it to work effectively with it, you have to create some commands through programming. So a command like “turn on the room” or “turn off the room” has to be something that’s programmed in. And so we created a list of those commands, and we posted it in the room so that the instructors and anyone who was running a conference or a meeting in the room would – would be aware of what those commands were.
So the folks that did remember them and didn’t have to – to go over to that reference sheet, it was saving them time because the panels weren’t actually that close to the center of the room. 
And it also helped us get a little bit more insight into what people were doing in the space. And this was an unexpected side effect, but when we went back to look at the questions that people were asking, we’re realizing more about room usage, and we get a lot of information about the types of things people want to do in the room that we never would have gotten from, you know, what people were doing as far as interacting with like a touch panel.

So, here are some examples of questions for things that don’t work. One of those is foreign language. So we were getting actual questions of people saying, you know, asking it to change the language setting to French. Or, for instance, say turn the volume up or down. Or to put the shades down. Or to change the lights. Mute the projectors. So these are examples of real questions that don’t work.
And so one of the – one of the issues that we have is that some of these, we do want to work, and some we don’t. 
So what we walked away with is that we are – we don’t have a clear use case where this is offering a specific positive except for accommodation. So, you know, we’ve seen examples at other universities where faculty who are teaching with a visual impairment can’t use the touch panels. So this is a – a straight up, you know, advantage.

But we were hoping for different levels of interactivity. We were hoping that – that the students who were using the space, especially ones that were interested in using the space, were going to use essentially the AI that Alexa is providing to add a level of engagement to their teaching. And it’s not necessarily happening. Like people don’t see the Alexa in the classroom as something that they can interact with as part of the experience. They are seeing it as the room. They’re seeing it as the hardware in the classroom.
So one of the problems is, besides the fact that they’re not seeing it as a means to interactive new ways, and to, you know, maybe progress an idea in their teaching, they’re also saying something about the room, or asking it to do something, and when it doesn’t happen, they think something is wrong with the AV in the room and they’re calling for support.

And one of the other barriers that we got based on survey feedback from the students themselves is that the students didn’t necessarily feel comfortable engaging in front of their peers or their instructors until they were comfortable, essentially. So usage shifted greatly between the beginning and – and sort of the middle and end of the semester because there’s some peer pressure in the elements that they don’t really understand what to expect and they don’t want to ask questions that they would be comfortable asking the instructor but not to an AI because they don’t know the proper way to phrase it or any of that sort of thing.

So, again, we – what we did learn, and what we didn’t account for, is that social element. So for us this changes some of the things that we would consider as far as where we’re going to put this. So we find that it does work better in conference spaces, peer spaces, breakout rooms, where the people using the space are comfortable with each other so there isn’t an unusual social expectation.
And it works a lot better in spaces that don’t have a lot of installed technology because then the focus is on the Alexa and less about it being a way to control the room.

And just for some levity, here are some actual questions that I harvested. And I think we have like one minute for questions. I will say, actually, that the – we are accessing this voice data. You log in to the room. You have to create an account for each room. So I’m logging in and I’m seeing this data.
So we can hear it, and you can see it, but there’s not any – besides voice, there isn’t a lot of personal information.

Yeah, Jim, this is Kyle Sloane. I know there’s a lot of questions about the privacy concerns, and that was one thing that we – we addressed – or we need to realize how we address a concern as arose as we – as this technology works. Listening to you with tracking cameras that track motion and space. This are things that we’re realizing now as new technology wants to be put in place. And if people want the rooms to know who they are, there’s going to have to be a – an option for people to opt in, and to not be enabled for all users.

Again, this is not – a lot of this stuff, especially with the Alexa, as Jim said, this is not all scalable technology that’s going to go in every space on campus. And I think we’re at – at the very beginning of utilizing some of this automation and artificial intelligence in some of the rooms because it’s not going to be for everybody. It’s not going to be used in every concentration, every class. Technology is not always the most collaborative with certain courses.
Okay. Thank you. We’re out of time, but how about we hold on for 30 seconds. I’m just wondering if you got feedback from the folks who are using, you know, an Alexa classroom, let’s call it. And whether they just felt kind of creeped out because there’s a device there kind of listening to everything that’s being said.
So the feedback we got was after students, you know, were comfortable with the fact that it – they were made aware, essentially, that the only account that was hearing that information was like the department account, people started doing it freely. In fact, these questions all came in after that primer, and so they were made aware that it was only going to essentially the support staff. They thought this was funny that they could start trying to order things and ask it questions.

I think they were more concerned when they -when they thought it was tied to, perhaps, someone’s personal account. 

But for the most part, I would say that we had nine courses in the space. Only three of them really – really attempted to use it, and the rest just ignored it. Once people were made aware of it, they just acted as if it wasn’t there anymore.

So in 30 seconds, are you going to continue this experimentation or what’s the immediate future of that at Brown?

So, as Kyle mentioned, we wanted to try this out as an opportunity to see if there was a use case and if there was an opportunity. And I think Amazon is recognizing that, too, with creating corporate accounts for these so that they can rein in the privacy and control a little bit more. That was something I was going to talk a little bit more about as far as the future of the tool. But I’d say that we will probably leave it installed for another academic year, but we don’t have a plan on deploying it further than this one room unless we identify a need.

All right. Well, Jim, thank you very much. I’m afraid we are, indeed, out of time here, so we’re going to need to move on in terms of the program, but thank you so much for sharing with us information about your work and your insights.

And with that, we’re going to do a transition here and then go over to our activity session.
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